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Cupertino Lucero-Álvarez1,2, Perfecto Malaquı́as Quintero-Flores2,
Edgar Moyotl-Hernández3, Carlos Artemio Ortiz-Ramı́rez1,
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Abstract. This paper presents a study about the behavior of three variants of
the SVD algorithm in Collaborative Recommender Systems (CRS). For this, two
MovieLens DataSets are used, and five variants in each DataSet with different
degrees of randomness. Specifically, a comparison of the classic models is
presented: Funk-SVD, Regularized-SVD, and Bias-SVD. The underlying idea
is to observe that, as the degree of randomness in the data increases, the precision
of the recommendations decreases, and the hidden relationships that may exist in
the original data they get lost because of the noise. For this, we have configured
two groups of experiments: in the first group, in each execution 10, 20 and 30
Latent Factors (LFs) were considered in the three models, while in the second
group from 5 to 80 LFs were used in the regularized-SVD model. The prediction
error was minimized using the MSE (Mean Square Error) metric and the ADAM
optimizer. The results show that SVD with biases performs better, under the
conditions of these experiments, and that noise affects the hidden relationships
between the data.

Keywords: Collaborative recommendation systems, matrix factorization,
singular value decomposition, latent factors, noisy data.

1 Introduction

Due to the vigorous growth of electronic commerce today, the need for efficient
management of the Big Data generated is pressing. In the area of Recommendation
Systems (RS), applications need efficient algorithms in the use of the computational
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Fig. 1. Matrix factorization.

resources, and that offer quality recommendations, based on this, the RS filter the
information according to the user profiles, and predict the elements of interest for each
user in a personalized way. The elements can be books, websites, movies, tourist routes,
hotels, e-learning materials, e-commerce articles, to name a few [2, 20].

In Collaborative Filtering (CF) recommendations are made based on the tastes of
the active user’s neighbors [15], and the ratings are recorded in a data structure called
Ratings Matrix Mr [1, 14].

Early approaches used full Mr and faced bottlenecks due to dimensions and large
spread of data, later, more successful approaches reduce the dimensions of the data
through Matrix Factorization (MF) techniques, in whose decomposition the loss of
information is not considerable.

In linear algebra, MF consists of decomposing the matrix as a product of two or
more matrices according to a canonical form [23], in such a way that it is easier to work
with them, in [18] a pioneering investigation is presented in the use of the technique,
in which SVD is compared whith traditional filtering of memory-based CRS, and SVD
is validated. The main problems of CRS, such as data sparseness and cold start, have
been widely addressed [8, 22, 21], but little has been studied about the behavior of
algorithms with respect to biased, noisy or completely distorted data.

Addressing the problem of noisy or biased data can help generate mechanisms that
improve recommendations, when users face biases due to overexposure, and popularity,
which can confuse their preferences and give high ratings or “likes” to articles that are
not of their interest [10]. Although biases have already been addressed from different
perspectives, such as those that consider the degree of dispersion with respect to the
mean, or biases due to context or temporality.

We believe that investigating the behavior of SVD models in relation to noisy data
could help decide on their use with respect to the applications domain. In this work, the
behavior of three classic SVD algorithms is studied with respect to noisy data, for which
five DataSets were generated with a certain degree of randomness in two MovieLens
DataSets, and two groups of experiments with different number of LFs were configured.

We have mainly relied on the research reported by Koren [11] to describe the SVD
models. The rest of this work is organized as follows: Section 2 addresses the theory of
the implemented SVD models. Section 3 describes the experimental work and results.
Finally, in section 4 conclusions are made and future work is presented.
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Fig. 2. Funk-SVD.

2 Theory About the SVD Method

SVD has been used to describe data in a reduced representation of its key characteristics,
for example in megapixel image processing [5], high-resolution videos [13], natural
language processing tasks [12], and recommendation systems [1]. SVD is used in
Big Data, for example in Principal Component Analysis (PCA) to identify dominant
patterns and correlations [3].

SVD is also used by big websites like FaceBook for their friend recommendations,
Google for page ranking, Amazon and Netflix for their RS. In MF, a result of numerical
linear algebra states that every matrix A can be represented as: A = U

∑
V T , where

U and V are unitary matrices, in [16] the proof of the decomposition theorem can be
found. Now,

∑
is a non-negative diagonal matrix and is arranged in descending order

with respect to its magnitude σ1 ≥ σ2 · · · ≥ σn all positive, and the last ones can be
zero; which means that the first column of U corresponds to σ1 just like the first column
of V , and the second column of U corresponds to σ2 like the second column of V , and
so on, so this hierarchy indicates the order of importance they have in the decomposition
of A. As shown in Fig. 1 for Mr. In SVD, the physical interpretation of the columns of
U and V is intuitive, as are the values of the diagonal of

∑
.

In the context of a CRS of movies, Mr is a matrix of column vectors, which contain
the level of liking of the users who have rated the elements, each column vector contains
the “likes” of each user who has qualified the movie that represents the vector, in this
sense, the columns of U would be the eigen-movies, and they would be arranged in
order of importance with respect to their ability to describe the columns of Mr, that
is: the movie represented by the first eigenvector would be intuitively more relevant
than the movie represented by the second eigenvector, and so on. According to the
Eckart-Young theorem [4, 7], the best approximation of A is obtained by considering
only the largest k singular values and setting the smallest to zero:

An×m ≈ Un×k ×
∑
k×k

×V T
k×m. (1)
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Table 1. DataSets used in the experiments.

DataSet Ranks Us Movies Ratings Density
Small (DS1) [0.5:5] With half star increments 610 9,724.00 100,836.00 1.7%

Ratings100K (DS2) [1:5] In one star increments 943 1,682.00 100,000.00 6.3%

It is possible to simplify the SVD process by obtaining only the user and element
factors [17], decomposing the matrix

∑
into two equal matrices, as shown in Fig. 2.

In SR, the reduction of the dimensions of Mr is fast as long as the matrix is dense,
In most cases, 10% of the largest singular values and the corresponding vectors of the
matrices U and V are sufficient to represent 98% of the total elements of Mr to a
good approximation, which is done by the inner product of the vectors of the SVD
decomposition. However, the high dispersion of data is always a problem to be solved.

2.1 Model: Funk-SVD

In movie RS, Funk proposed the decomposition of Mr into the matrices U and V
considering that

∑
has been multiplied in either of them implicitly, as shown in Fig.

2, and in this way reduced the dimensions of the data [19]. Funk starts by filling the
matrices U and V randomly, and then uses ML to modify the inputs to get a good
approximation of Mr. A score of Mr can be predicted using the equation 2:

r̂u,i =

K∑
k=1

Uu,k × Vk,i, (2)

where K is the number of LFs. The error is the difference between the actual value and
the predicted value: E = Mu,i − r̂u,i, and MSE is used to calculate the total error. The
idea is that user u’s final rating on item i can be estimated by adding user u’s interest in
i on each dimension of the hidden feature k, equation 3:

E =
∑
u

∑
i

1

2
(Mu,i − r̂u,i)

2. (3)

The objective is to minimize E with respect to U and V , using some optimizer such
as Stochastic Gradient Descent (SGD). Even though Mr is very sparse, the algorithm
works because it only takes the known inputs.

2.2 Model: Regularized-SVD

In this model, taken from [11, 19], the learning of pu and qi is achieved by minimizing
the regularized quadratic error, as in the equation 4:

min
q∗,p∗

∑
(u,i)∈K

(ru,i − qti · pu)2 + λ(∥qi∥2 + ∥pu∥2), (4)

where K is the set of pairs (u, i) for which ru,i is known, the constant λ controls the
degree of regularization and is usually determined by cross-validation [11]. To minimize
the equation 4 an optimizer such as SGD is used.
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Table 2. Variants of MovieLeans DataSets.
Exp Data Description

A DataSet 1 Actual data, no change.

B DataSet 2 Random ratings on rated movies, and same frequency distribution
of ratings.

C DataSet 3 Random ratings on rated movies, and random frequency distribution
of ratings.

D DataSet 4
Random ratings on rated movies, and same frequency distribution
of ratings but with random assignment of ratings to rated movies by
each user.

E DataSet 5
Random ratings on rated movies, and random frequency distribution
of ratings, but with random assignment of ratings to movies rated by
each user.

F DataSet 6
Random ratings on rated movies, and random frequency distribution
of the ratings, but with random assignment of the ratings to the
movies in the data set.

The algorithm goes through all the ratings in the training set, calculating in each case
ru,i and its associated prediction error, as shown in the equation 5:

eu,i = ru,i − qti · pu. (5)

The parameters are then changed by a magnitude proportional to γ in the direction
opposite to the gradient. As in the equation 6:

qi ← qi + γ · (eu,i · pu − λ · qi), pu ← pu + γ · (eu,i · qi − λ · pu). (6)

There are other methods that can also be used in the ML process, such as Alternating
Least Squares (ALS), especially in implicit feedback [11].

2.3 Model: Bias-SVD

This model considers the biases [11] related to the deviation that each rating has
with respect to the averages of the active user and element, and is compared with
the global average. Thus, bu,i = µ + bi + bu, where µ is the global average in
Mr, and the parameters bi and bu are the observed deviations of user u and item i
respectively. Therefore, to estimate the rating of user u for element i, we have:

r̂u,i = µ+ bi + bu + qti · pu. (7)

The learning process is carried out by minimizing the function of the equation 8:

min
q∗,p∗,b∗

∑
(u,i)∈K

(rui − µ− bi − bu − qti · pu)2 + λ(∥qi∥2 + ∥pu∥2 + b2u + b2i ). (8)

3 Experimental Work

In this section, two groups of data-driven experiments are reported, to observe the
behavior of the studied models with respect to data with different noise levels: Behavior
with respect to noisy data, and effect of LFs in the Regularized-SVD model. The
implementation was done in Python, using Google’s TensorFlow library.
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Table 3. RMSE for each experiment.

Exp Funk-SVD Regularized-SVD Bias-SVD
DS1 DS2 DS1 DS2 DS1 DS2

LFs Min Epoch Min Epoch Min Epoch Min Epoch Min Epoch Min Epoch

A
10 1.229 527 1.091 519 1.227 639 1.093 605 0.778 10,772 0.946 13,160
20 1.764 581 1.393 511 1.568 2,818 1.338 617 0.778 11,321 0.946 12,360
30 2.525 661 1.776 540 1.634 5,982 1.685 860 0.779 10,112 0.945 12,519

B
10 1.485 401 1.331 407 1.487 460 1.324 433 0.972 12,432 1.122 11,754
20 2.126 441 1.672 424 1.794 770 1.642 466 0.963 12,345 1.122 12,832
30 2.818 547 2.072 453 2.286 4,602 2.001 489 0.970 10,976 1.122 12,471

C
10 1.961 292 1.696 314 1.928 285 1.691 320 1.375 12,003 1.436 12,570
20 2.600 289 2.001 306 2.489 341 1.979 323 1.376 10,564 1.436 12,806
30 3.259 312 2.439 343 3.101 3,876 2.392 368 1.370 11,019 1.436 11,830

D
10 1.607 381 1.499 415 1.619 455 1.382 427 0.968 10,010 1.122 9,407
20 2.415 472 1.797 413 2.228 3,121 1.787 438 0.965 11,478 1.122 11,798
30 3.272 480 2.332 440 2.150 5,751 2.255 500 0.965 11,777 1.123 9,608

E
10 2.095 264 1.747 303 2.062 316 1.750 320 1.380 10,972 1.441 9,040
20 2.882 309 2.186 317 2.793 353 2.154 300 1.379 11,543 1.442 10,325
30 3.680 280 2.724 320 2.919 5,912 2.715 342 1.379 11,989 1.441 9,842

F
10 3.041 249 1.810 292 3.049 5,000 1.776 287 1.547 9,927 1.440 8,080
20 4.558 65 2.448 296 2.107 5,878 2.424 280 1.547 7,847 1.440 10,676
30 5.205 67 3.306 270 2.020 5,110 2.744 9,653 1.548 9,324 1.440 9,723

3.1 Behavior with Respect to Noisy Data

In this research, three ML models were implemented: Funk-SVD, Regularized-SVD,
and SVD with biases or Bias-SVD. The results of training and testing with different
degrees of noise were recorded, based on 10, 20 and 30 LFs. 25% of the data, taken
at random, were considered for testing and 75% for training. The learning degree was
set at lr = 0.01 and the regularization constant λ = 0.05. The loss function uses MSE
and Adam’s algorithm, which is a faster variant of classical SGD. In each experiment,
the minimum and the time at which it was reached before deregulation were recorded.
Some error convergence curves are presented in Fig. 3, for each curve a window of the
behavior of the models around the minimum is shown.

3.2 Data Used

Two MovieLens DataSets were used, with different distributions; some characteristics
are shown in Table 1. Table 2 describes the variants that were made to each DataSet
in Table 1, for experimentation. The original DataSets can be found in [9], and their
random variants, as well as the complementary error convergence curves, can be found
in [6].

4 Analysis of Results

Table 3 shows the results with respect to the test data, for both data sets (DS1 and
DS2) and their variants. Fig. 3 shows the error convergence curves for DS1, the curves
obtained for DS2 can be consulted in [6].
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(A) (B)

(C) (D)

(E) (F)

Fig. 3. Convergence curves of the experiments (A, B, C, D, E and F) in DS1.

The columns titled Min and Epoch show the minima and the epochs in which they
were found. The results in bold ones are the best in each experiment. As can be seen in
Table 3, the Bias-SVD algorithm was more accurate in all cases, while Funk-SVD had
the worst performance. This is because Funk-SVD is not regularized.

In the curves of each experiment it can be seen that Funk-SVD converges faster
towards the minimum in all cases, but soon deregulates, while Bias-SVD converges
more slowly. In the Min columns for DS1 and DS2 of Bias-SVD the results with 10, 20
and 30 LFs are, in most cases, the same or very similar, while the corresponding results
in the other two models increase as increasing the number of LFs. This indicates that the
Funk-SVD and Regularized-SVD models require higher complexity than Bias-SVD.
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(A) (B)

Fig. 4. MSE in the model Regularized-SVD and the experiments: A y F.

The results show that, despite the noise, Bias-SVD is not only more accurate but also
more stable, although as can be seen as the noise increases the accuracy decreases, and
in the worst case (exp. F) it even tends to become a little deregulated. In the curves of
the experiments (A, B and C) for DS1, the same pattern of convergence is observed, this
is because in experiment A there are no changes in the data, while in B and C random
changes were made in relation to the position of the ratings and/or in relation to the
frequency of each rating among the same movie rated.

In the curves of the experiments (D, E and F) for DS1, in Regularized-SVD, it can be
observed that as the number of LFs increases, the convergence tends to improve (after
30 LFs in D and E), this is more noticeable in experiment F after 20 LFs, where there
is a trend towards the Bias-SVD minimum, which seems to indicate that when the data
is too noisy, the mechanisms that Bias-SVD-based algorithms have to deal with biases
lead to slower but also more accurate convergence.

The best results for Bias-SVD were obtained in experiment A, both for DS1 and
DS2, which was expected since they are the original data without changes, but it is
striking that the results were not so bad in experiments B and D, with an error close to
1 for DS1, and close to 1.1 for DS2, This means that a score of 5 can be predicted as 4,
that a score of 3 can be predicted as 2 or 4, which would not be far from reality.

4.1 Effect of LFs in the Regularized-SVD Model

In order to observe the behavior of the Regularized-SVD model in relation to the
number of LFs and noisy data, the algorithm was run with 5, 10, 15, 20, 25, 30, 35,
40, 60 and 80 LFs. 10, 000 training epochs were implemented with lr = 0.01 and
λ = 0.05. Some convergence curves for experiments A and F are shown in Fig. 4.

The idea was to establish, through data-driven experiments, that increasing noise
leads to the loss or weakening of hidden relationships that exist in the data. ML models
learn these hidden relationships to make generalizations about unseen data, but if the
data are noisy as in D, or completely chaotic as in F, one would expect the model to be
unable to learn such relationships and therefore not could be generalized.
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Table 4. RMSE in Regularized-SVD in each experiment with DS1 and DS2.

DS1
Experiment A Experiment D Experiment F

LFs Training Test Minimum / Epoch Training Test Minimum / Epoch Training Test Minimum / Epoch
5 0.600 1.30 1.015 / 560 0.767 1.817 1.274 / 388 0.713 4.2 2.087 / 263

10 0.448 1.549 1.226 / 873 0.549 2.154 1.618 / 432 0.157 3.007 3.007 / 10,000

15 0.345 1.722 1.423 / 1,625 0.377 2.359 1.968 / 533 0.138 2.146 2.146 / 10,000

20 0.262 1.722 1.577 / 2,487 0.244 2.448 2.210 / 1,554 0.134 1.973 1.972 / 9,954

25 0.202 1.677 1.613 / 4,544 0.16 2.367 2.206 / 5,069 0.133 1.88 1.88 / 10,000

30 0.159 1.668 1.619 / 5,726 0.137 2.056 2.056 / 10,000 0.132 1.842 1.842 / 10,000

35 0.132 1.564 1.558 / 9,019 0.131 1.789 1.789 / 10,000 0.131 1.804 1.803 / 9,929

40 0.118 1.473 1.469 / 9,910 0.128 1.632 1.632 / 10,000 0.131 1.78 1.78 / 10,000

60 0.111 1.16 1.159 / 9,788 0.126 1.387 1.387 / 10,000 0.13 1.73 1.73 / 10,000

80 0.108 1.037 1.037 / 10,000 0.124 1.309 1.309 / 10,000 0.13 1.705 1.705 / 10,000

DS2
Experiment A Experiment D Experiment F

LFs Training Test Minimum / Epoch Training Test Minimum / Epoch Training Test Minimum / Epoch
5 0.743 0.99 0.98 / 781 0.937 1.520 1.242 /439 1.173 2.033 1.590 / 307

10 0.618 1.500 1.102 /593 0.772 1.954 1.391/442 0.903 2.630 1.806/ 289

15 0.524 1.694 1.203/ 567 0.620 2.162 1.558 / 415 0.634 3.338 2.100 / 270

20 0.428 1.909 1.352 / 658 0.495 2.479 1.801 / 431 0.380 3.922 2.394 / 283

25 0.352 1.955 1.516 / 674 0.359 2.674 2.017 / 471 0.198 3.882 2.816 / 307

30 0.295 2.034 1.689 / 729 0.251 2.795 2.323 / 511 0.135 2.760 2.759 / 10,000

35 0.229 2.012 1.827 / 3,360 0.168 2.792 2.568 / 577 0.122 2.271 2.271 / 10,000

40 0.180 2.027 1.899 / 4,769 0.127 2.493 2.482 / 9,984 0.126 2.041 2.061 / 10,000

60 0.094 1.629 1.629 / 10,000 0.104 1.647 1.647 / 10,000 0.109 1.763 1.762 / 9,979

80 0.086 1.258 1.258 / 10,000 0.101 1.441 1.441 / 10,000 0.107 1.665 1.665 / 10,000

5 Analysis of Results

Table 4 shows the results of the Regularized-SVD model studied, for the training and
test data of the experiments for DS1 and DS2, and its variants: A, D and F, and Fig.
4 shows the convergence curves for MSE. Note that, in experiment A for DS1, by
increasing from 5 to 20 LFs the error increases in the test data, the minimum also
gradually increased from 5 to 30 LFs and these were found, each time at more distant
times. For DS2 the minimum grows until it reaches 40 LFs, then the decrease begins.

These increments of the minimum mean that the model is not learning the hidden
relationships between the training and testing data. In the curves of experiment A in
Fig. 4 it can be seen that the model begins to learn from 30 LFs (see Table 4, in
minimum/epoch column), and its best performance is reached in 80 LFs. Thus, as the
model begins to learn, the error decreases as the number of LFs increases.

On the other hand, in experiment D for DS1, the results show that the error begins to
be minimized from 25 LFs onwards, although it cannot yet be generalized, because the
error of the test data is still large, however, there are indications that the model learns
more difficult in experiment A than in D. A similar pattern can be observed in DS2,
with the difference that convergence is slower. Finally, in experiment F for DS1 (Fig.
4), the DataSet used is too noisy, and as can be seen in Table 4, the final error of the
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test data is always lower as the number of LFs increases, and the minimum begins to
decrease from 15 LFs (for DS2 the decrease of the minimum begins after 25 LFs), it
could be said that from there the model begins to learn, since the training error after
10 LFs (after 20 LFs for DS2) could be considered small. Therefore, it appears that the
learning process of the studied algorithm requires fewer LFs with noisy data (F) than
with data without noise (A). One explanation is that, in experiment A, there are many
hidden relationships in the original data, so a larger number of LFs are needed so that
the model is not so simple.

If the model is intended to learn with few LFs, the underfifting problem is generated,
therefore, the ML model for experiment A needs a little more complexity. While in the
chaotic data of experiment F, the hidden relations have been weakened or lost, so the
model gives the impression of learning with fewer LFs than in experiment A. However,
it could be interpreted that, as the hidden relationships are weakened or lost, the model
does not learn but memorizes the configuration of the data, so the model for F may be
simpler, although less precise than in experiment A.

6 Conclusions

In this work, two groups of experiments have been presented to observe the behavior
of classical SVD models with respect to noisy data. Two MovieLens DataSets with
different distributions were used. For each DataSet, 5 variants were configured in which
a certain level of randomness is introduced into the data. The error was measured using
RMSE and Adam’s algorithm was used as the optimizer.

In the first group of experiments, 10, 20 and 30 LFs were used. In experiment A,
the smallest error in the test data was RMSE = 0.778 for DS1 and RMSE = 0.945
for DS2 in the Bias-SVD model, while in the noisier DataSets the smallest error was
1.547 for 10 and 20 FLs in DS1, and 1,440 for DS2, also in the Bias-SVD model. It
is concluded that despite the noise, Bias-SVD performs better than the others. In the
second group of experiments, the Regularized-SVD model was tested with 5 to 80 LFs,
to observe the effect that LFs have on noisy data. In these experiments it was found
that as the noise in the data increases, the algorithms need a smaller number of LFs to
initiate error convergence.

This can be interpreted in the sense that in distorted or completely chaotic data,
the hidden relationships between the training and test data are weakened or have been
lost, so the algorithms do not need to be very complex to learn. As future work, we
will continue experimenting with noisy data, to try to identify patterns that can help us
address potential sabotage that may exist in RS.
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Abstract. Extraction of object features in an image, for automatic recognition,
is one of the main parts of a computer vision project. Extracting features of the
objects in an image from a real environment, without controlling factors that
influence the acquisition of the image, has a high degree of complexity. This pa-
per describes a method to characterize the anatomy of honey bees, with images
acquired at the entrance of the hive in an apiary using digital image processing
and automatic classification methods for recognition and analysis. The method
was tested with a base of 1050 real test images divided into incremental subsets of
50 images. Recognition was performed with the Support Vector Machine (SVM)
and k-Nearest Neighbors (kNN). Two performance parameters were evaluated,
the percentage of correctly classified images with the presence of the bee in the
entrance of the hive and the classification time for each evaluated subset. The
results of the experiments show better recognition percentages with the SVM
while the recognition times of the image subsets using the kNN method are better.

Keywords: Apiary, honey bee, automatic recognition, support vector machine,
k-nearest neighbors.

1 Introduction

Object detection is a fundamental visual recognition problem in computer vision [18].
When this problem is addressed with image objects in an environment of controlled
factors and in a specific position, the implementation of the techniques to recognize
the objects is not complex. On the other hand, when this problem is addressed with
the recognition of objects contained in images of a real environment and in different
positions of the object, the degree of complexity when implementing techniques for
feature extraction and recognition increases.

In a real environment, different factors influence the images that are acquired. The
first factor to consider is the lighting that is related to the environmental conditions,
i.e., if the images are acquired during the day or at night, on a cloudy day, with rain,
with a lot of wind or with full sun, the lighting affects the surface and the objects
to be analyzed.
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A second factor is the area of the real environment from which the images are
extracted for the analysis of the objects; it must be considered if the objects are in
movement or they are static. Consider whether the objects being analyzed are inanimate
or living beings; inanimate objects in motion are generally moved by a device to
regulate their speed; in case of living beings, the complexity is greater, since the
movement is unpredictable, their positions cannot be controlled.

Then, when the objects present movement and different positions in the image,
more distortions must be treated in the processing with more complexity and higher
processing speeds [18]. Due to the above, it is necessary to apply digital image
processing techniques and object recognition in the image with different strategies for
detection and recognition objects in the scene; many strategies have been proposed in
the literature.

This research work deals with the recognition of objects in different environmental
conditions, in a real environment and with living beings. The strategy of using regions
of interest in the image has been chosen [18, 17] a technique similar to two techniques
called block-oriented image decomposition structures [11] and the technique based on
the subdivision of the image matrix into four quadrants of equal size [4].

With the above described, this paper presents and describes an investigation for the
automatic recognition of bees in the entrance of the hive. The recognition is made from
images taken from an apiary with live bees that have different positions. This research
is the continuation of the work presented in [15], and its main objective is to develop
a method with the three most common phases of automatic shape recognition, namely,
digital image processing, the extraction of the characteristics (namely, characterization)
of objects in the images and the recognition of the object in the image.

Digital image processing is carried out with different techniques as explained in the
following sections; extraction of characteristics of objects is made using the coloring
method [13, 1] and the Freeman Chain Code method [14, 5, 2, 8] for the generation
of feature vectors [11, 2, 8]; and the recognition of the object in the image is carried
out with the Support Vector Machine (SVM) and k-nearest neighbors (kNN) [17, 3]
methods. Each of the three phases that constitute this research project is explained in
the following sections of this work together with the techniques used in each phase.

In this work we use the terms honey bee and object of the image interchangeably
to refer to the presence of the honey bee at the entrance of the hive. In section 2, some
works related to this research are described. Section 3, problem statement, describes the
general environment of this research. The basic concepts used are described in section
4, for a better understanding of the problem. Section 5 phases of the project, explains
the way in which each of the three phases that constitute the proposed method was
implemented; Section 6 presents the results obtained with the experiments carried out.
Finally, section 7 presents the conclusions of this research project.

2 Related Works

Due to the fact that this research has several research areas, due to space issues, only
a very small number of works related to the recognition of objects by identifying the
regions of the images are commented in this section.
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The concept of regions in image processing has been extensively studied in different
research papers [17, 4, 13, 1]. The seminal work described in [4] makes use of quad-
trees to represent image regions and obtain a simple type of boundary representation.

In [1, 9], the use of a reduced number of labels, which does not exceed a
certain amount, is proposed for the identification of the regions, and ensure that two
neighboring regions with the same label cannot exist; information about some region
pixel is added to the description so that this can provide a complete region reference.

All information is stored in a separate data structure. A widely used algorithm is
proposed in [12], and applies to images encoded by sequence length and on images
represented as straightforward matrices. Other technique, proposes a model to address
the classification problem by detecting if a region contains both “background” and
“foreground” regions [17].

Moreover, in [11] a block-oriented image decomposition structure can be used to
represent image content in image database system. In [1] image regions are used to
classify only a specific region of the image that corresponds to a given object using
Convolutional Neural Nets (CNN). Considering the works described in this section,
in this research the regions of the images are used as areas of interest to extract
characteristics of the object and allow the recognition of the object in the image.

3 Problem Statement

Application of technologies for the care and preservation of species in the world is
necessary. Sometimes, actions of human carry out to stop the disappearance and loss
of animal species are not enough, therefore, technological developments are needed to
help in the early detection of diseases or parasite attacks on species.

This research work has been divided into three stages. The first stage was published
in [15], the second stage is presented in this paper, and the third stage is currently being
worked on.

So, this second phase of the research project focuses on the detection of the presence
of bees at the entrance of the hive with the use of images of the real environments in the
apiaries, which will lead us in a future work to the detection of ectoparasites in honey
bees. Some reasons why this research is justified are the following:

– Develops an automated system for the detection of bees in the entrances of the hives,
using as a base the communication platform installed between an apiary and a cluster
of servers [15].

– Explore the research area of object recognition in real settings, with living beings,
using the technique of detecting objects in image regions.

– This work will serve as the basis for the current development of an automated visual
inspection system in real time, to detect ectoparasites in honey bees and contribute to
the care and preservation of honey bees in the “Region del Llano”, which is located
between the states of Jalisco and Aguascalientes, Mexico. In this region, honey bee
is cultivated for honey production and also as a pollinator of crops.
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4 Basic Concepts

For a better understanding of this research, this section defines a set of terms that will
be used in the following sections:

– Image. An image is a spatial representation of an object, a two-dimensional or
three-dimensional scene [6]; this can be modeled by a continuous function of two
variables f(x, y) where (x, y) are coordinates in a plane [13].

– Region. A region is a connected subset of a 2n − by− 2n array, which is made up of
unit-square “pixels” [4].

– Segmented Image. From [13] we obtain that a segmented image R consists of m
distinct, disjoint regions Ri, as clearly shown in equation 1. The image R consists of
objects and a background:

Rc
b =

m⋃
I=1,i̸=b

Ri, (1)

where Rc is fixed complement, Rb is considered background, and other regions are
considered objects.

5 Project Phases

This section describes the way in which each of the three phases of the research
project was implemented. Digital image processing phase shows the techniques applied
in each step of image processing; the characterization phase of the regions in the
image, mentions the algorithms applied to label each region of the image, the features
calculated for each region, and the way in which the feature vectors are built; finally, the
recognition of the object in the image, mentions the two techniques applied to recognize
the presence or absence of the honey bee in the image; for better under- standing of the
reader, the techniques applied in each phase are mentioned.

5.1 Digital Image Processing

In this phase, the digital treatment of the images extracted from the apiary is used; the
processes applied are image cropping [19], the conversion from a RGB (Red, Green and
Blue) image to gray [12], Gaussian blur, The Canny edge detector [14, 10] and contour
detection [14].

For the example of the digital treatment of the image, consider image 1, this image
(like all the images that are processed) is extracted from the apiary, and acquired in the
entrance of the hive [15]; a white background is adequate on the surface of the entrance
to highlight the presence of bees; figure 1 shows the presence of 6 live bees; 4 bees are
considered as complete objects, and 2 bees segmented by the acquisition equipment; of
the two segmented bees, one bee shows only the abdomen and the head of the second
bee appears with a frontal shot in the image.
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Fig. 1. An image taken from the apiary and acquired in the entrance of the beehive.

Please let me comment, this image has been selected from set of images, because it
is suitable to explain each step of the digital treatment of images. Each row of image 2
shows the results of applying the 4 processes to the original image 1. In the following
sections, each of the processes is explained in a reduced way, due to space issues:

– Image cropping: Due to the actual size of the extracted image, a cropping process
[19] is necessary. This process allows to divide the image and obtain three smaller
images that allow to improve the processing. The three images in row 2b represent
the image after the cropping process.

– Conversion from RGB image to gray: The process of converting the image from
RGB to grayscale is to simplify the algorithms and also remove complexities related
to computational requirements. Image 2c shows each image after the RGB image to
gray conversion process.

– Gaussian Blur: A necessary function to eliminate mute noise is necessary after the
conversion to grayscale. Then a Gaussian blur for noise is applied. The image 2d
shows each image after the process of making the conversion to Gaussian blur.

– Canny edge detector: An Operator for edge detection is applied after Gaussian blur.
The Canny edge detector [14, 10] was selected, like a multi-stage algorithm to detect
the wide range of edges in the image. Image 2e shows each image after the process
of applying the Canny edge detector.

– Contour detection: Contours detection is an important image processing technique
[14], and is a process for curve joining all the continuous points (along with the
boundary), having same color or intensity. In this research work we are evaluating
the application of some techniques proposed in the literature. Obtained results are
explained in the next sections.

5.2 Characterization of Regions in the Image

After the digital process of image, identification of regions in the image is started. The
identification of regions in the image is the most important process in this work, because
the identification of object shape allows us the complete recognition of the bee.
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2a)

2b)

2c)

2d)

2e)

Fig. 2. Original image to which each of the phases of digital image processing is applied.
The Image in row 1a is the original image, the images in rows 1b, 1c, 1d and 1e show the
original image after the cropping, RGB image to gray, Gaussian Blur and Canny Edge detector
processes respectively.
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(a) (b) (c)

Fig. 3. Segmentation of the image of the hive into its constituent parts, for the detection of regions;
a) head and antenna, b) thorax, c) abdomen and hind legs.

This identification is carried out by segmenting the images into different semantically
significant regions [12, 16], to detect the objects and edges in the image [7]. Given the
above conditions, to recognize the parts of the bee, this paper proposes the method of
labeling or coloring (also called, connected component labeling) [13, 1, 12], to label
each region with a unique integer.

In this work, the input to the labeling algorithm are binary images (with images
produced after contour detection), where the background is represented by pixels with
zero value and the objects by non-zero-pixel values. The result after labeling is an image
with the background represented with zero values and the regions represented with
non-zero labels. Each region is characterized and this information is stored in a separate
data structure called the feature vectors [11] of the regions.

In the next phase for the recognition of the object in the image, mathematical
morphology approaches are used for region identification. In the following paragraphs,
the way in which the isolation of the regions in the image is carried out and the
generation of the feature vectors [11, 8, 9] of each region found is explained, as well as
the discrimination noise in the image for object identification.

Please consider that the images obtained with the contour detection algorithm (the
three images in row 2e of image 2) are not cropped; for explanation purposes 1 of row
2e is cropped as shown in image 3.

Consider images come from a real environment, this causes the definition of the
contours in the last phase of the image processing (consider the first image of the row
2e) of image 2), are not defined correctly and the shape of the bee is not complete for
recognition. Image 3, shows the first image of row 2e of figure 2 in a cropped form.
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Fig. 4. Result of applying the coloring algorithm to the first image of row 2e of image 2.

The division into different semantically significant regions lead the example
presented here; it is clear that the contours of the head and the antennae of the bee are
defined, but not united, which produces that the shape of this part of the bee is partially
complete, see image 3a. One way to deal with the problem of incomplete contours
or noisy contours is to apply thinning techniques to the image, but in our case, these
techniques were not suitable for the expected results.

For the next two parts of the bee, the thorax and the abdomen, Figures 3b and 3c
respectively, the contours are not joined; these contours are segmented into several
parts and incomplete, even the curvilinear shape of the thorax is not shown with
contours. Despite this, some parts of the bee can be recognized, for example, the
abdomen and hind legs can be recognized if the algorithm is able to solve the segment
joining problem.
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Fig. 5. Recognition percentages for each set of test images, applying SVM and kNN techniques.

When encountering this problem, the strategy used in this work is to identify the
non-joined contours through the regions; and then characterize each region to finally
perform a calculation of closeness between regions. If the regions identified as antennae
are close to a region identified as the head, then we are identifying the frontal part of
the bee. Obviously, the classifiers used previously “know” the regions of the bee.

Considering the segmented contours in the image, the coloring algorithm was used
directly after edge detector process. In the next section the process of applying the
Coloring algorithm, Freeman Chain Code algorithm and discrimination of noise in the
image are explained.

Application of the Coloring algorithm. The result of applying the coloring
algorithm [13, 1], can be seen in image 4. Each of the regions are segmented with
identifiers after the execution of the algorithm. We can observe the following: Near
regions can have near region numbers. That is, if we consider an antenna of the bee, it
will have a number of close regions of the head or of the other antenna, which allows
us to apply the Manhattan algorithm to find the closeness of regions.

Application of the Freeman Chain Code algorithm. This algorithm string records
the movement of tracker during complete tracing of character structure, from which
shape primitives, consists of simple line and curve shapes [8]. Once the regions have
been identified in the image, the Freeman Chain Code algorithm [14] is executed to
identify the features of each region.

This algorithm again scans the image for the extraction of the features of each region.
The first characteristics calculated for each region are: the perimeter, the density and
the area, which are stored in the vector of characteristics of the region in question. In
a second cycle, the algorithm computes the corners, concavities, and moments of each
region; in the same way the results of the calculations are stored in the feature vectors.
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Fig. 6. Image processing time, applying SVM and kNN techniques.

Noise discrimination in the image. The noise in an image are regions or parts
of the image that must be discriminated to achieve a better recognition of the object.
Removing noise from the image is a process that is difficult to develop, but necessary
because if it is not eliminated, the object is not recognized, it is partially recognized,
or it causes confusion of the object with parts of the image that do not correspond
to the object. In this work, the noise discrimination or elimination process occurs when
the characteristics of the regions not recognized as part of the bee are extracted, and do
not match with any of the parts of the bee.

Otherwise, if the algorithm indicates, this region is coincident with some part of
the bee, other parts of the bee must be close or close in the neighborhood of regions.
To calculate the closeness between regions, the distance from Manhattan is used. As a
condition to enforce the member- ship of a region to the bee, it must be true that a region
has a distance from Manhattan relative to at least 3 neighboring regions. Obviously, it
is a condition that is not verified for the first three regions found in the image.

5.3 Recognition of the Object in the Image

In a summary form due to space, this section explains the third phase, which is the
recognition of the object in the image using the SVM and kNN methods. This phase
of the project proceeds as follows, the generated feature vectors serve as input to the
two methods to allow the identification of each of the parts of the honey bee such as
antennae, head, thorax, abdomen and limbs (paws).

By joining the recognitions of each part of the bee represented by the feature vectors,
it is determined whether the object in the image is the honey bee or not the honey bee in
the image. The lack of feature vectors of some parts of the bee is decisive to discriminate
the image and determine if the object (honey bee) does not exist.
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6 Experiments

For the experiments explained here, a base of 1050 images were processed without
discrimination, i.e., the images were acquired over a period of one month, once the
remote image acquisition system of the apiary was put into operation. To carry out the
experiments, the image base was divided into incremental groups of 50 images. Two
parameters were evaluated, the recognition percentage and the image processing
time. The recognition percentage allows knowing the number of images that were
recognized in each group of images that is evaluated. This parameter also makes it
possible to compare the results of the two recognition techniques and observe the
effectiveness of each technique.

The processing time is important because one of the objectives of this research
project is the processing of images in real time for the detection of ectoparasites in bees,
so to determine which recognition technique is the fastest, this parameter was evaluated.
Another important aspect to consider in the experiments was the position of the bees
without rotation, i.e. the bees in the image are considered in the same position because
in this investigation, the environmental conditions (illumination) that pre-vailed during
the acquisition of the images in the apiary, were considered.

Also, in these experiments the six calculated characteristics were considered. In
future work, we consider dividing the features into two subsets of three features each,
with the aim of improving processing times and observing the incidence of each feature
on object recognition. With the above described, the results obtained so far with each
parameter evaluated are described in the following paragraphs.

6.1 Recognition Percentage

This experimentation was carried out to know the effectiveness of the SVM and kNN
techniques together with the generated feature vectors. Graph 5 shows the recognition
percentages for each set of test images. The graph shows the effectiveness of the SVM
technique; it provides better results as a recognition technique using feature vectors. As
it is possible to observe, as the number of images increases, the recognition percentage
does not decrease compared to the kNN technique.

Here, we consider the number of images recognized by SVM can help the results
in a real recognition environment. The kNN technique is optimal for smaller image
sets, but as the number of images increases, classification is complicated. Although the
recognition rates increase when the number of images in the set is 500 or more, it is not
enough to outperform SVM.

6.2 Image Processing Time

Graph 6 shows the times obtained in the experiments with different sets of processed
images. kNN stands out as a technique with shorter recognition time, when classify- ing
the objects in the images; kNN is a technique with a very fast recognition convergence,
which allowed to classify the images of each subset in less time compared to SVM;
according to the increase of images in the sets of processed images, the response time
of the classifier remains stable and is robust; although it should be noted, evaluation
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tends to generate more false positives than the SVM classifier. SVM shows itself in the
experiments as a more stable classifier with longer time, but with fewer false positives,
i.e. it is more accurate in the classification.

7 Conclusions

This work describes a computer vision system, whose mission is to identify the presence
or absence of bees in the entrance of the hive. The system performs in a real apiary
environment and considers the most important factors affecting image acquisition. The
way to achieve the classification is through the application of digital image processing
techniques and techniques for the recognition of the object in the scene.

Two common classifiers in the literature were evaluated, with 2 performance
parameters, the recognition percentage and the recognition time of the objects in
the image with two supervised classifiers, kNN and SVM. The results obtained in
experiments show SVM as a classifier with better responses, although more time
consuming. kNN has better response times but with more errors when classifying the
objects. These results are being considered in the next phase of this project.

Also, this work demonstrates the feasibility of using new technologies for the care
and preservation of species. This work is constituted as a part of an integrative project
whose final objective is the detection of ectoparasites in bees in real time. The final
phase is currently being developed, which integrates the project proposed in [15], and
this research work.

8 Future Works

Future research work is to develop the subsequent analysis of each of the parts of the
honey bee, to detect the presence of attacks by ectoparasites and help the conservation
and care of this species.
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Abstract. Exoskeletons are mechatronic devices that can be used in physical
rehabilitation programs for people who have suffered neurological injury such
as ischemic or hemorrhagic brain accident. This type of injury can cause partial
or total loss of mobility, so it becomes necessary to have assistive devices that
support people to recover their mobility and return to their daily life. A typical
problem in exoskeleton control is the adjustment of control law gains because it is
challenging and lacks precision. For this reason, it seeks to know the appropriate
values of the gains of a controller that generate the appropriate input torque
in the exoskeleton’s joints to solve the low-level control problem, managing
to obtain the smallest possible error between the input reference path and the
current angular position. To know the appropriate parameters, it is assumed that
with the use of optimization tools such as evolutionary computing algorithms or
collective intelligence the error signal in a multiple-joint structure, such as the
exoskeleton, could be minimized. Comparison between heuristic and intelligent
methods shows that objective function could be minimized to obtain best gains
values, therefore, intelligent method calculates better performance values in terms
of angular position error, so considering the calculated gains, the low-level
control has been improved to accomplish with trajectory tracking problem.

Keywords: Exoskeleton, mechatronic assistive device, PID intelligent tuning,
particle swarm optimization, integral squared error.

1 Introduction

As per the World Health Organization (WHO), more than 15% of people worldwide
experiences some form of disability [5]. In the year 2010, in the United States
exclusively, approximately 30.6 million individuals faced disability-related challenges
with their mobility, such as having trouble in walking, climbing stairs or descending
them, assistance of a wheeled chair, zimmer frame, cane or walking sticks [3].

Talking about the European Union in the year of 2011, is mentioned that there are
over 11,000 people with walking disabilities [6]. Based on the National Health and
Nutrition Survey of 2012, at a nationwide scale, approximately 4.9% of males and 5.8%
of females (equivalent to around 2.5 million and 3 million individuals, respectively)
were documented to have a disability affecting their mobility or ability to walk [8].
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Fig. 1. (a) Mechanical design of a 6 DOF exoskeleton. (b) Rigid body diagram considered for
Euler-Lagrange mathematical modelling.

In the specific case of disabilities in the lower limbs, they may originate from
congenital anomalies [24], chronic conditions [4], or injuries [23, 12]. Overall
statistics show that disabilities related to neuromuscular pathologies of lower limbs
are prevalent. Among these medical conditions is the occurrence of an ischemic or
hemorrhagic incident, commonly referred to as a stroke, which occurs when a thrombus
obstructs or constricts an artery responsible for supplying blood to the brain.

Some lifestyle related risk factors are being overweight or obese, physically inactive
or drinking alcoholic beverages in excess, meanwhile, medical risk factors encompass
elevated blood pressure, high cholesterol, diabetes, among other conditions, with one
of the prevailing complications being paralysis or impaired muscle movement [14]. To
improve the quality of life of a person with such a complication, it is necessary
to provide treatment options and therapies so that affected patients can successfully
reintegrate into their daily activities.

One tool that may be useful in physical rehabilitation programmes is exoskeletons
[19]. The development of mechatronic exoskeletons involves at least the following
stages: mechanical design (number of degrees of freedom, kinematic and dynamic
capabilities, mechanical constraints), instrumentation (sensor selection, actuators,
processing system), control (control modules or algorithms defining the automatic
behaviour of the device) [21].
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Algorithm 1 PSO pseudocode.
1: Generate population
2: for t = 1 : last generation do
3: for i = 1 : population size do
4: if f(Xi,k(t)) < f(pi(t)) then f(pi(t)) = f(Xi,k(t))

5: f(Gbest(t)) = min(f(pi(t)))

6: end if
7: for k = 1 to problem dimension do
8: Vi,k(t+ 1) = wVi,k(t) + c1 r1(Pbest −Xi,k(t)) + c2 r2(Gbest −Xi,k(t))

9: Xi,k(t+ 1) = Xi,k(t) + Vi,k(t+ 1)

10: if Vi,k(t+ 1) > vmax then Vi,k(t+ 1) = vmax

11: else if Vi,k(t+ 1) < vmin then Vi,k(t+ 1) = vmin

12: end if
13: if Xi,k(t+ 1) > xmax then Xi,k(t+ 1) = xmax

14: else if Xi,k(t+ 1) < xmin then Xi,k(t+ 1) = xmin

15: end if
16: end for
17: end for
18: end for

There is currently a wide variety of exoskeleton concept tests, including some
commercial developments, such as the Indego, ReWalk, HAL, Exo-H3 and Ekso
GT [19]. Commonly developments include four acting degrees of freedom (hip and
knee) [10]. This imposes the challenge of extending the mechanical design to have
exoskeletons that consider motion acting on the three main joints of the lower
extremities, namely: hip, knee and ankle.

There are direct antecedents on the design and control of exoskeletons as reported
in [22] and [2]; however, there are still many questions to be solved in terms of
energy modulation of such devices. When discussing exoskeleton control strategies,
it is essential to consider the three distinct levels involved: high level, medium level,
and low level.

The high-level control pertains to land identification, where the focus lies on
identifying and assessing the terrain. The medium-level control is concerned with the
operation mode, determining the appropriate mode of operation based on the given
circumstances. Lastly, the low-level control aims to achieve the desired torque or
position for the articulations involved [1].

This research work develops the dynamic model from the Euler Lagrange equations
based in an exoeskeleton model and proposes a PID controller [16] tuned using
optimization tools such as swarm intelligence algorithms [20] applied to finding the
appropriate gains to solve the low level control problem.

Comparison between two methods shows that objective function could be minimized
to obtain best gains values, therefore, intelligent method calculates better performance
values in terms of angular position error, so considering the calculated gains, the
low-level control has been improved to accomplish with trajectory tracking problem.
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Table 1. Dynamic model parameters.

Parameter Value
Mass (m) 5
Length (ℓ) 0.45
Center of mass length (ℓc) 0.01
Inertia moment (I) 0.1595
Viscous friction coefficient (b) 0.17
Coulomb friction coefficient (fc) 0.45
Gravity (g) 9.8
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Fig. 2. Diagram developed in MATLAB-Simulink to obtain the trajectory tracking, trajectory
error and torque from the three different input signals.

2 Exoeskeleton Mathematical Model

The mechanical design of the exoskeleton seeks to reproduce the joint movement of the
lower extremities of the human body as shown in Figure 1a. The resulting mechanism
is planar and its movement can be mathematically modeled with the Euler-Lagrange
methodology for planar robots.

Because the mechanism reproduces the movement of the lower limb extremities, the
model is proposed as a pair of open chains of three degrees of freedom each as shown
in Figure 1b. This section describes the methodology for obtaining the dynamic model
of one of the open chains, assuming it is the same methodology for two chains.

2.1 Euler-Lagrange Equations

The Euler Lagrange equations describes the dynamics of the articular positions and
velocities of a mechanical system and is given by [9]:

τ =
d

dt

[
∂L(q, q̇)

∂q̇

]
−

[
∂L(q, q̇)

∂q

]
+ ff (fe, q̇), (1)
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Table 2. PSO parameters.

Parameter Value
Cognitive factor (c1) 1.2
Social factor (c2) 0.12
Inertia weight (w) 0.9
No. of particles (n) 30
Max iteration 30
Dimension (dim) 3
Random values (r1, r2) rand(dim, n)
Initial conditions (Kp, Ki, Kd) 25, 5, 5

Table 3. Objective function values considering heuristic method.

Parameter Value
Hip 11.13
Knee 15.33
Ankle 9.936

where, τ = [τ1 τ2 τ3]
T is the joint pairs vector, q = [q1 q2 q3]

T is the angular
positions vector, q̇ = [q̇1 q̇2 q̇3]

T is the angular velocities vector, L(q, q̇) is the
Lagrangian function and ff (fe, q̇) is a friction function. The Lagrangian function is
given by the following:

L(q, q̇) = Ki(q, q̇)− Ui(q), i = 1, 2, 3, (2)

where, Ki(q, q̇) is the kinetic energy and Ui(q) is the potential energy. The kinetic
energy of each bond of a mechanism is defined as:

Ki(q, q̇) =
1

2

[
mi v

T
i vi + Ii q̇

2
]
, (3)

where, mi is the mass of the link to be analyzed, vi is the linear speed of the link and
Ii is the moment of inertia tensor of the link. On the other hand, potential energy is
defined as:

Ui(q) = mi g hi, (4)

where, g is the ground gravity constant and hi is the current height of the link with
respect to the ground. To construct the equation of motion the equations (3) and (4) are
replaced in the equation (2), the corresponding derivatives are calculated and thus the
equation (1) is obtained.

Friction terms are not considered for this problem. A common way to represent
the result of evaluating equation (1) is the so-called dynamic model in matrix form
defined as [17]:

τ = M(q)q̈ + C(q, q̇) q̇ +G(q), (5)

where, q̈ = [q̈1 q̈2 q̈3]
T refers to the vector of angular accelerations, M(q) is the

inertial matrix, C(q, q̇) is the matrix of centripetal forces and the gravity pair vector,
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Fig. 3. (a) Fitness objective function for the hip trajectory, (b) fitness objective function for the
knee trajectory (c) fitness objective function for the ankle trajectory.

denoted as G(q):

M(q) =


M11 M12 M13

M21 M22 M23

M31 M32 M33

 , (6)

where:

M11 = I1 + I2 + I3 + ℓ21 m2 + ℓ21 m3 + ℓ22 m3 + ℓ2c1 m1 + ℓ2c2 m2 + ℓ2c3 m3 + 2 ℓ1 ℓc3 m3

Cos(q2 + q3) + 2 ℓ1 ℓ2 m3 Cos(q2) + 2 ℓ1 ℓc2 m2 Cos(q2) + 2 ℓ2 ℓc3 m3 Cos(q3),

M12 = I2 + I3 +m3

(
ℓ22 + 2 ℓ2 ℓc3 Cos(q3) + ℓ1 ℓ2 Cos(q2) + ℓ2c3 + ℓ1 ℓc3 Cos(q2 + q3)

)
+

ℓc2 m2

(
ℓc2 + ℓ1 Cos(q2)

)
,

M13 = I3 + ℓc3 m3

(
ℓc3 + ℓ1 Cos(q2 + q3) + ℓ2 Cos(q3)

)
,

M21 = I2 + I3 +m3

(
ℓ22 + 2 ℓ2 ℓc3 Cos(q3) + ℓ1 ℓ2 Cos(q2) + ℓ2c3 + ℓ1 ℓc3 Cos(q2 + q3)

)
+

ℓc2 m2

(
ℓc2 + ℓ1 Cos(q2)

)
,

M22 = I2 + I3 + ℓ2c2 m2 +m3

(
ℓ22 + 2 ℓ2 ℓc3 Cos(q3) + ℓ2c3

)
,

M23 = I3 +m3

(
ℓ2c3 + ℓ2 ℓc3 Cos(q3)

)
,

M31 = I3 + ℓc3 m3

(
ℓc3 + ℓ1 Cos(q2 + q3) + ℓ2 Cos(q3)

)
,

M32 = I3 +m3

(
ℓ2c3 + ℓ2 ℓc3 Cos(q3)

)
,

M33 = I3 + ℓ2c3 m3.
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C(q, q̇) =


C11 C12 C13

C21 C22 C23

C31 C32 C33

 , (7)

where:

C11 = 0,

C12 = − 2 ℓ1 q̇1
(
ℓ2 m3 Sen(q2) + ℓc2 m2 Sen(q2) + ℓc3 m3 Sen(q2 + q3)

)
− ℓ1 q̇2

(
ℓ2 m3

Sen(q2) + ℓc2 m2 Sen(q2) + ℓc3 m3 Sen(q2 + q3)
)
− ℓ1 ℓc3 m3 q̇3 Sen(q2 + q3),

C13 =− q̇1
(
2 ℓ1 ℓc3 m3 Sen(q2 + q3) + 2 ℓ2 ℓc3 m3 Sen(q3)

)
−m3 q̇2

(
2 ℓ2 ℓc3 Sen(q3)

+ ℓ1 ℓc3 Sen(q2 + q3)
)
− ℓc3 m3 q̇3

(
ℓ1 Sen(q2 + q3) + ℓ2 Sen(q3)

)
,

C21 = 0,

C22 = − q̇1

(
m3

(
ℓ1 ℓ2 Sen(q2) + ℓ1 ℓc3 Sen(q2 + q3)

)
+ ℓ1 ℓc2 m2 Sen(q2)

)
,

C23 = − ℓc3 m3

(
2 ℓ2 q̇1 Sen(q3) + 2 ℓ2 q̇2 Sen(q3) + ℓ2 q̇3 Sen(q3) + ℓ1 q̇1 Sen(q2 + q3)

)
,

C31 = 0,

C32 = − ℓ1 ℓc3 m3 q̇1 Sen(q2 + q3),

C33 = − ℓc3 m3 q̇1
(
ℓ1 Sen(q2 + q3) + ℓ2 Sen(q3)

)
− ℓ2 ℓc3 m3 q̇2 Sen(q3).

G(q) =


G1

G2

G3

 , (8)

where:

G1 = gm3

(
ℓ2 Sen(q1 + q2) + ℓ1 Sen(q1) + ℓc3 Sen(q1 + q2 + q3)

)
+

gm2

(
ℓc2 Sen(q1 + q2) + ℓ1 Sen(q1)

)
+ 2 g ℓc1 m1 Sen(q1),

G2 = gm3

(
ℓ2 Sen(q1 + q2) + ℓc3 Sen(q1 + q2 + q3)

)
+ g ℓc2 m2 Sen(q1 + q2),

G3 = g ℓc3 m3 Sen(q1 + q2 + q3).

3 Exoskeleton Control System

Dynamic models can be examined through the approach of both linear and nonlinear
systems. In the context of control system tuning, a heuristic approach is often employed
for linear systems, while intelligent algorithms are typically harnessed when dealing
with nonlinear systems. The heuristic tuning method in control is based on empirically
adjusting the parameters of a controller rather than using a purely analytical or
theoretical approach.
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Table 4. Objective function values considering intelligent method.

Parameter Value
Hip 0.1074

Knee 0.2328

Ankle 0.1341

This approach is used when the system is complex and optimal controller parameter
values cannot be calculated directly. Intelligent tuning methods for control are based
on the use of artificial intelligence (AI) or machine learning (ML) techniques to
automatically adjust and optimize the parameters of a control system [25]. To illustrate
the operation of the proposed design in the reproduction of lower limb movements, it
is proposed to solve a trajectory tracking control problem using a PID control scheme
that calculates the torque for each of the exoskeleton joints.

3.1 Control Scheme

It is considered qd = [qd1
qd2

qd3
]T as the reference trajectories to be reproduced

on each of the legs of the exoskeleton, then considering the angular position
q = [q1 q2 q3]

T , the position error is defined as the vector:

e(t) =


qd1

(t)− q1(t)

qd2
(t)− q2(t)

qd3(t)− q3(t)

 , (9)

From the error vector e(t), the PID law control [16] is defined as:

τ = Kp e(t) +Kv ė(t) +Ki

∫ t

0

e(t) dt, (10)

where τ = [τ1 τ2 τ3]
T are the pairs in the three joints of each leg and Kp, Kv y

Ki ∈ R3×3 are the defined positive gain matrices, called proportional, derivative and
integral gain, respectively. To solve the control problem, the reference trajectories qd
are then required. In this work, the data reported in [18] about the angular positions of
the hip, knee, and ankle (both legs) in study subjects who performed walking activities
were used as reference trajectories.

3.2 Optimization of the Controller´s Gains

The numeric value of the gain matrices is calculated based on Particle Swarm
Optimization algorithm (PSO), such that the closed-loop system response converges
to the proposed input reference. PSO is an optimization technique inspired by
the cooperative patterns observed in nature, such as the flocking of birds and the
schooling of fish.
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(a) (b) (c)

Fig. 4. (a) Trajectory tracking signal, (b) input torque and (c) trajectory error signal, of the
hip joint.

Table 5. Calculated gains from PSO algorithm.

Joint Kp Ki Kd

Hip 240.9220 122.7799 23.8527

Knee 210.6642 131.6928 3.45810

Ankle 241.7013 27.69170 17.6263

It is a metaheuristic approach that exhibits several advantages: PSO necessitates
minimal or no assumptions regarding the optimization problem at hand, it does not
depend on problem differentiability, and it can explore vast solution spaces. These
attributes make PSO a potent tool for tackling multidimensional and intricate
optimization problems.

Within the framework of the PSO algorithm, the particles, representing potential
solutions, navigate through the search space by aligning their movements with the
current optimal particle. Essentially, at the k-th iteration, each particle pi in the swarm
possesses two attributes: its position denoted as X(t) and its velocity denoted as V (t).

The particle’s motion is determined in terms of velocity that combines the influence
of its own best position Pbest and the collective best position of the complete swarm
Gbest inside the exploration domain:

V (t+ 1) = w V (t) + c1 r1 (Pbest −X(t)) + c2 r2 (Gbest −X(t)) , (11)

X(t+ 1) = X(t) + V (t+ 1). (12)

More precisely, the speed of each individual particle undergoes an update using
Equation (11). In this equation, the cognitive and social learning coefficients are
represented by c1 and c2, respectively. The prescribed inertia weight is represented
by w, while r1 and r2 denote random numbers generated within the range of 0 and
1 during each iteration. The particle’s position can be updated using Equation (12).
The iteration process concludes either when the predetermined number of iterations is
attained or when the objective function f(t) reaches a critical value [11].
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(a) (b) (c)

Fig. 5. (a) Trajectory tracking signal, (b) input torque and (c) trajectory error signal, of the
knee joint.

3.3 Objective Functions

Selecting the objective functions to assess the fitness of each particle stands as a pivotal
step in the implementation of PSO [15]. Among the objective functions commonly
employed are the Mean Squared Error (MSE), the Integral of Time multiplied by
Absolute Error (ITAE), the Integral of Absolute Error (IAE), and the Integral of Squared
Error (ISE) [7]. In this study, the objective function employed is ISE due to its minimal
energy consumption in the context of energy control [13] and is described by the
following equation:

ISE =

∫ t

0

e2(t) dt, (13)

where e(t) is the error signal and is based in Equation (9).

4 Experiment Design

The simulation of the exoskeleton experiment as shown in Figure 2, is developed in
Matlab-Simulink considering a mathematical model of 1 DOF, the trajectory input
signals, the PID control system and the PSO intelligent tuning method using ISE as
objective function. The decision variables considered in the PSO algorithm are based
on the minimization of the objective function ISE, when PSO finds a better population
of particles, the value of the objective function is updated until the end of the simulation
by restricting the iterations.

It is well known that the PID control law does not generate an equilibrium point of
the closed-loop system with global asymptotic stability characteristics, it only has local
asymptotic stability as long as the gains are positive defined, therefore, the algorithm
has the constraint of only looking for positive gain values such that the closed-loop
system response converges to the reference trajectories.

It is important to mention that ISE function global minimum value is 0. Thus, PSO
algorithm works to optimize the objective function to zero that is equals to calculate a
minimum trajectory tracking error.
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(a) (b) (c)

Fig. 6. (a) Trajectory tracking signal, (b) input torque and (c) trajectory error signal, of the
ankle joint.

Then, the optimization problem can be defined as follows:

e(t) = qdi(t)− qi(t), such that, ISE =

∫ t

0

e2(t) dt = 0 (Global minimum), (14)

considering that, Kp, Ki and Kd ∈ R+. Thus:

τ = Kp e(t) +Kv ė(t) +Ki

∫ t

0

e(t) dt, converge to trajectory signals. (15)

As mentioned in subsection 3.1, the trajectory input signals was taken from [18] and
the acceleration of the 1 DOF dynamical model is calculated as follow:

q̈ =

[
τ −m g ℓc Sen q − b q̇ − fc signo(q̇)

][
ℓ2c + I

] . (16)

The parameters used to simulate the dynamic model are shown in Table 1. The
experiment parameters to simulate the PSO are presented in Table 2 and as mentioned
in subsection 3.3, ISE is used as objective function based on the error signal from
the closed-loop system. Table 3 shows the objective function calculated values based
on the heuristic method. Also, gain values from heuristic method were used as initial
conditions for the intelligent method. Objective function for the three joints during the
iterative process of the intelligent method is presented in Figure 3 and the calculated
values are presented in Table 4.

5 Results

Having considered the previous work, this section presents the results of the dynamic
model from the Euler Lagrange motion equations and the solution of the trajectory
tracking control problem using a PID schema based in PSO to find the best gain values
based on ISE objective function. The calculated gain values are presented in Table 5.
The results of tracking, input torque and error for joints are shown in Figures 4, 5 and 6.
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6 Conclusions

Utilizing conventional methods to implement a controller for a multiple joint structure
proves to be challenging and lacks precision. Integrating intelligent swarm optimization
techniques, such as PSO, presents a viable approach for fine-tuning PID controllers. As
mentioned in subsection 3.3, there is a range of objective functions available
for consideration.

However, within the context of energy control, ISE was selected as the objective
function to be optimized by the PSO algorithm for tuning the PID controller gains.
Results shows that the tuned controller scheme generate adequate torques to accomplish
the trajectory tracking problem. The intelligent method calculates better performance
values in terms of angular position error, so considering the generated gains, the
low-level control was improved compared with the heuristic method.
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Abstract. This systematic mapping study provides a comprehensive overview
of research on assistive technologies for American Sign Language (ASL). It
utilized the Scopus database, employing a carefully formulated search string
and inclusion/exclusion criteria. The findings indicate that research in this field
is primarily conducted in the northern region, particularly the United States.
While the primary focus lies on interpreters and translators, there is a noticeable
scarcity of investigations into harnessing mainstream technologies for the benefit
of ASL users through AI-powered solutions like Personal Assistants. The study
emphasizes the need for further advancements in enhancing accessibility for
different contexts and impairments. It contributes to understanding the research
landscape and identifies avenues for future research and development in ASL
assistive technologies.

Keywords: AI assistance, assistive technologies, speech impairment,
human-computer interaction, interaction design, accessibility.

1 Introduction

Assistive technologies for individuals with disabilities cover a broad spectrum of
innovative solutions that strive to augment independence, accessibility, and quality
of life [61]. Moreover, assistive technologies contribute to fostering inclusivity,
engagement, and equitable opportunities in educational, occupational, and social
contexts [11]. American Sign Language (ASL) is a visual-gestural language that is
primarily utilized by the Deaf community in the United States and certain regions
of Canada [41]. ASL is renowned for its linguistic complexity and serves as a vital
medium enabling Deaf individuals to partake in conversations, share narratives and
express emotions.

In the realm of assistive technologies for individuals with speech impairments,
artificial intelligence (AI) has assumed a central role [9]. AI-driven solutions leverage
natural language processing capabilities to address the communication challenges faced
by those with speech disabilities. These encompass a spectrum of applications, notably
including text-to-speech (TTS) synthesis, automatic speech recognition (ASR), and
augmentative and alternative communication (AAC) systems [9].
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AAC systems harness AI to anticipate and suggest words or phrases based on user
input, streamlining the communication process. Rooted in AI and machine learning
algorithms, these technologies exhibit a trajectory of ongoing enhancement in terms of
accuracy and user-friendliness [48]. Their potential to empower individuals with speech
impairments in achieving more effective communication is substantial.

Researchers and developers within this domain are actively channeling AI
innovations to elevate the accessibility and efficacy of assistive technologies tailored
for speech-impaired individuals, thus culminating in tangible enhancements in their
overall quality of life [61]. Assistive technologies for American Sign Language (ASL)
and individuals with deafness or speech impairments encompass innovative solutions
that promote communication and inclusivity [48].

These technologies aim to bridge the communication gap between ASL users
and those unfamiliar with the language [48]. For instance, video relay services,
where Artificial Intelligence driven real-time interpretation facilitates seamless
communication between ASL users and speakers of spoken languages through video
calls [55, 4] and Personal Assistants triggered by gesture recognition powered by AI
[16, 42, 15]. Sign language recognition systems employ computer vision and machine
learning algorithms to interpret ASL gestures and translate them into text or speech.

To gain a deeper understanding of assistive technologies related to American Sign
Language (ASL), we conducted a systematic mapping study. This study enabled us
to examine the research on assistive technologies for ASL within a specific context.
Systematic mapping studies help create a structured framework for exploring a research
topic and present a concise visual summary of the identified findings [31, 52].

To establish a comparative analysis with other relevant studies, including systematic
mapping studies in various assistive technology fields [46, 35, 23, 1]. In congruence
with previous scholarly endeavors, the present study exhibits noteworthy resemblances
concerning the employed assistive technology and the methodological approach
employed for their application, our investigation focuses specifically on exploring
in-depth inquiries related to user experience and user context.

Our main objective is to develop and offer assistive technologies that are specifically
tailored to individual user requirements. We organized this Systematic Mapping Study
is structured as follows. The first section aims to describe the methodology. In Results
section, we showcase the results of our study. In Discussions section we discuss over
the findings and finally we summarize the research in the Conclusions section.

2 Research Method

Our research employed the systematic mapping study approach, a recognized and
rigorous scientific methodology [31, 52]. This research method shares similarities
with the well-established Systematic Literature Review (SLR) approach commonly
used in scientific research [30]. The process of conducting a mapping study follows
a systematic and rigorous framework, involving three fundamental activities:

– Planning. During this stage, the mapping study protocol is meticulously developed,
involving a rigorous and iterative process to establish the overarching plan of the
mapping study.
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Step 1. Identify
search engine

Step 2. Define
the search string

Step 3. Conduct
automated search

Step 4. Screen
search results

Step 5. Identify
relevant papers

Fig. 1. Sequence of steps in the proposed mapping search procedure.

– Execution. During this phase, the mapping study protocol is executed, entailing
the implementation of the predefined search string on the designated sources. The
retrieved documents are then systematically evaluated based on the predetermined
inclusion and exclusion criteria.

– Reporting. This phase involves reporting the mapping study findings and ensures the
transparency, credibility, and reproducibility of the study’s findings, contributing to
the advancement of knowledge in the respective research area.

2.1 Research Question Definition

Our study aims to provide a comprehensive overview of the current state of the art in
Assistive Technologies for American Sign Language (ASL). To achieve this, we have
formulated research questions that align with our overall objective. These questions
guide the identification and categorization of the existing research in accordance with
our defined goal:

– RQ1: What is the distribution of research papers about Assistive Technologies for
American Sign Language Users categorized by country?

– RQ2: What is the distribution of research papers about Assistive Technologies for
American Sign Language Users categorized by year?

– RQ3: What is the distribution of the research papers about Assistive Technologies
for American Sign Language Users categorized by the Impairment Type?

– RQ4: What is the distribution of the research papers about Assistive Technologies
for American Sign Language Users categorized by the Assistive Technology used?

2.2 Identification and Selection of Sources

We utilized the widely recognized Scopus database as our primary information source
for this study. Scopus offers an extensive collection of scientific literature, granting
access to a diverse range of publications.
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Table 1. Search string defined for the systematic mapping study.

Search String
( “AI Assistance” OR “Personal Assistant” OR “Virtual Assistant” OR “Assistive

Technologies” ) AND TITLE-ABS-KEY (“ASL” OR “American Sign Language”) AND
(“Human-computer Interaction” OR “Accessibility” OR “HCI”)

Figure 1 illustrates the overall system of the Systematic Mapping Study methodology
we followed. We developed the search string for our study by extracting relevant terms
from the research questions. These terms were combined using logical operators like
“AND” and “OR” to refine the search and identify relevant literature.

Table 1 presents the resulting search string, highlighting that the majority of the
terms focus on assistive technologies. After choosing the search source and defining
the search string, we established specific inclusion (IC) and exclusion (EC) criteria for
the selection of primary studies. Table 2 provides a concise overview of the inclusion
and exclusion criteria utilized in our study.

2.3 Execution

After finalizing the inclusion and exclusion criteria, we executed the search string on
the Scopus database, specifically, the database query was executed on May 14, 2023.
To conduct this evaluation, we thoroughly examined the titles, abstracts, and keywords
of all the retrieved documents.

In some cases, a detailed screening of the entire paper was necessary to assess its
eligibility for inclusion. Table 3 presents the number of relevant papers. To organize the
information from the selected relevant papers systematically, we created a structured
template. This template included specific fields to capture essential details, ensuring
consistency and facilitating analysis.

3 Results

In this section, the finding results and analyses of the paper categorization are presented.
According to the findings, we address each of the four research questions (RQs) defined
in the Research Method section.

3.1 What is the Distribution of the Research Papers About Assistive
Technologies for American Sign Language Users Categorized by
Country? (RQ1)

The first question aims to identify the number of published relevant papers across the
world. We categorized the papers according to the author’s affiliation and organized
them based on their respective country. If the papers were written by two or more
authors of different countries these papers were duplicated and accounted for in
each country to which the authors belong. Figure 2 shows a choropleth map of the
distribution of papers across the world.
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Table 2. Exclusion and inclusion criteria.

Criteria Description
IC1 Include English papers.

IC2 Include papers that contain the search String terms.

IC3 Include papers that maintain relationship with the keywords.

EC1 Exclude papers that do not contain the characteristics mentioned above.

We identified one country with the greater number of published papers (32) [44, 34,
55, 16, 18, 45, 24, 42, 33, 15, 5, 54, 8, 14, 19, 10, 51, 29, 20, 60, 28, 40, 27, 25, 26,
53, 56, 21, 39, 59, 38, 22]: United States of America. The remaining published papers
(18) belong to 17 countries: Canada (1) [32], Cyprus (1) [62], Germany (1) [13], India
(2) [17, 57], Norway (1) [57], Italy (2) [12, 2], Korea (2) [37, 36], Philippines (2) [3],
Spain (1) [43], Thailand (1) [50], Tunisia(3) [7, 49], France (1) [8], Netherlands (1) [8],
UK (1) [6], Australia (1) [6]. This finding suggest that Assistive technologies for ASL
research is of interest in a great variety of countries, tough most of the publications
belong to America, more in detail to United States of America.

3.2 What is the Distribution of the Research Papers About Assistive
Technologies for American Sign Language Users Categorized by
Year? (RQ2)

This research question aims to identify the number of published papers by year. We
categorized the papers according to the year of publication. Figure 3 shows a Scatter
plot of the distribution of papers across the years. We identified two years with the
greater number of published papers (18): In the period from 2021 to 2022 [37, 44, 62,
34, 55, 16, 18, 13, 32, 45, 24, 50, 42, 33, 15, 3, 5, 54].

The remaining published papers (29) belong to 14 periods of year: 2023 (1) [17],
2019 (4) [8, 12, 7, 2], 2018 (1) [36], 2017 (2) [14, 19], 2016 (3) [10, 51, 29], 2015 (4)
[20, 43, 60, 28], 2014 (3) [40, 27, 25], 2013 (3) [26, 57, 49], 2012 (4) [53, 56, 6, 21],
2011 (1) [39], 2010 (1) [59], 2009 (1) [38], 2005 (1) [22]. This finding suggest that AI
assistance for ASl research has been from interest in recent years from the period of
2021 to 2023 as most of the publications belong to that period.

3.3 What is the Distribution of the Research Papers About Assistive
Technologies for American Sign Language Users Categorized by the
Impairment Type? (RQ3)

This research question aims to identify the number of published papers by the
Impairment they had focus on. We categorized the papers according to the Indiana
University classification of Types of Impairment [58]. If the papers were written
considering two or more impairment types we created a new category including the
combination of these impairments.

Figure 4 shows a pie chart of the distribution of papers by impairment type. As
observed in Figure 4 the two most common types of impairments are Speech and
Hearing impairment independently (39) [17, 44, 62, 55, 16, 18, 13, 32, 45, 24, 50,
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Table 3. Database search results.

Search Date Document Results Relevant Papers

05/14/2023 91 47

Fig. 2. Choropleth Map that highlights the papers published across the world.

42, 33, 3, 5, 54, 8, 12, 7, 2, 36, 14, 19, 10, 51, 29, 20, 43, 60, 28, 40, 27, 25,
26, 57, 49, 56, 38, 22]. We also observe that only one combination (Speech and
Hearing) (8) [37, 34, 15, 53, 6, 21, 39, 59] is generated, as they both make use of
the American Sign Language.

3.4 What is the Distribution of the Research Papers About Assistive
Technologies for American Sign Language Users Categorized by the
Assistive Technology Used (RQ4)

This research question aims to identify the number of published papers by the Assistive
Technology they used or suggested to use.We categorized the papers according to
the National Institute on Deafness and Other Communication Disorders [47]. Figure
5 shows a distribution chart of papers by assistive technology. Within the domain of
personal assistants, our research explores various aspects.

We have identified noteworthy papers in this context, including those investigating
command triggers, which aim to understand the factors that initiate and activate
commands within personal assistant systems (3 papers) [16, 42, 15] it is worth noting
these papers purposes a gesture recognition systems to provide the inputs.

Additionally, there are papers focusing on interpreters and translators, which are
widely used assistive technologies to facilitate effective communication across language
barriers (24 papers) [62, 18, 13, 45, 24, 5, 54, 12, 36, 19, 10, 29, 20, 60, 28, 57,
49, 53, 56, 6, 21, 39, 59, 22] within these papers there are some using gesture
recognition and natural language processing empowered by AI. The scientific literature
also encompasses innovative approaches proposed in captioning papers, shedding light
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Fig. 3. Distribution of relevant papers published per year.

on ASL captioning, integration within video conferencing platforms, and the fusion
of videos with automatic captioning (2 papers) [44, 55]. Furthermore, theoretical
applications papers propose potential applications for assistive technology in this field
(18 papers) [17, 37, 34, 32, 50, 33, 3, 8, 7, 2, 14, 51, 43, 40, 27, 25, 26, 38].

4 Discussions

The selected papers in this mapping study were authored by individuals from various
countries, with a majority of them being published by authors affiliated with the United
States of America. This indicates that the majority of research in this field comes from
countries in the northern region, such as Canada, Germany, France, Norway, Italy,
Korea, Spain, and the Netherlands. On the other hand, there is a noticeable lack of
research from countries in the southern region, with only Jamaica contributing papers
on the topic (RQ1).

In recent years, there has been an increased focus on Assistive Technologies for
Speech Impairment and American Sign Language (ASL) users, particularly in the
period of 2021 and 2022. This surge in attention coincides with the global outbreak
of the COVID-19 pandemic, which some papers acknowledge as a contextual factor
influencing research in this area (RQ2).
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Speech and
Hearing, 19

Fig. 4. Distribution of papers published by type of impairment.

Regarding the categorization of published papers based on impairment type, it is
evident that hearing impairment, speech impairment, and a combination of both have
received the most attention. This specialization in research indicates a recognition of
the unique challenges and requirements associated with different types of impairments,
with the aim of developing tailored solutions that cater to the specific needs of
individuals with hearing or speech impairments (RQ3).

Among the published papers, a significant proportion (44.64%) focuses on
research related to Interpreters and Translators, followed by Theoretical Applications,
accounting for 37.5% of the papers. This distribution highlights the challenge of
bridging the gap between theoretical concepts and practical implementation in fully
harnessing the potential of assistive technologies for individuals with disabilities.

Notably, there are also research efforts focused on personal assistants and captioning
tools. However, it is important to note that while many papers propose new
technologies, their primary focus lies in enhancing communication for ASL users
through the development and improvement of interpreters and translators.

The findings of this study unequivocally demonstrate that artificial intelligence (AI)
plays a pivotal role in the development and advancement of assistive technologies.
Specifically, AI technologies have become integral in facilitating gesture recognition
for translation and interpretation purposes, as well as enhancing personal assistants’
capabilities to provide relevant and valuable responses.
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Fig. 5. Distribution of papers published by assistive technology.

The adaptation of technologies like personal assistants and captioning tools for
this specific user group receives relatively less attention (RQ4). Despite the increased
visibility of Assistive Technologies research for ASL users on an international scale,
there is still a need for further advancements in this field. Our findings indicate
that a significant proportion of published papers primarily focus on theoretical
applications, with a noticeable lack of user experience (UX) research methods to
validate their accessibility.

5 Conclusions

This study aims to comprehensively characterize the research landscape of assistive
technologies for American Sign Language (ASL) through a systematic mapping study
of relevant scientific and technical papers. The research area of assistive technologies
for ASL users has gained significant relevance worldwide using AI as the main engine
for these technologies. While many papers propose innovative technologies, their
primary focus is on improving communication for ASL users, particularly through the
development and refinement of interpreters and translators.

However, there is relatively less emphasis on adapting mainstream technologies for
this specific user group such as personal assistants. Based on these findings, it can be
concluded that there is room for improvement in enhancing the accessibility of these
technologies for users across different contexts and impairments such as the integration
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of mainstream technologies that could potentially be harnessed to cater to the needs of
American Sign Language (ASL) users through the utilization of Artificial Intelligence
(AI) methodologies. In forthcoming research endeavors, we intend to conduct a more
comprehensive investigation into the state-of-the-art of assistive technologies. This
endeavor will encompass an in-depth exploration of recent advances in the field, delving
into novel research questions and facilitating a more profound analysis of pertinent
research papers.

Such endeavors can encompass, among other possibilities, the exploration of
novel research inquiries concerning the methodologies underpinning user-centered
and accessibility aspects within the realm of assistive technologies. Furthermore, a
meticulous delineation of each scholarly work is imperative to provide a comparative
perspective and enhance the elucidation of the field.
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Abstract. In this study we explore the topic of Trustworthy AI and how 
reversibility in neural networks can play a role in protecting machine learning 
applications.  We propose a framework to enhance machine learning systems 
robustness through the integrity verification across the inference pipeline of a 
deployed model and apply a concept of a Trusted Neural Network, which 
provides a system engineering abstraction to implement it.  We leverage the 
Invertible Neural Network architecture with its remarkable data reconstruction 
and anomaly detection capabilities to validate that the inference flow pipeline is 
intact and thus the network prediction can be trusted, as trained. The result of that 
assessment is measured as an Inference Integrity Score and can be reported in 
real time to safeguard system integrity and suppress suspicious results. We 
propose an AI firewall in the form of test nodes implementing the Trusted Neural 
Network interface comprising an input verification layer in front of the running 
models, participating in the workflow. This easy to implement verification-based 
paradigm offers a pragmatic approach to achieve machine learning robustness 
and takes a step towards Trustworthy AI. 

Keywords: Integrity, invertible, reversibility, robustness, trustworthiness. 

1 Introduction 

With the explosion of AI-augmented systems that are impacting millions around the 
world each day, we need to ensure that those systems are trustworthy, robust, and 
protected to stand up against adversarial attacks. This concept paper is inspired by the 
increasing role of machine learning in the decision-making process across a wide 
spectrum of domains, which brings to the forefront the importance of verifying the 
integrity of end-to-end inference flow, so the outcome of the system can be trusted. 

We propose that the general solution architecture paradigm for any mission critical 
decision support system that leverages machine learning components incorporates a 
layer of integrity verification around a running model to ensure trustworthiness of the 
pipeline. Our technique is applicable to machine learning inference flows significant 
enough to be protected by an extra security layer. 

We build upon the concept of a Trusted Neural Network (TNN) [1], which leverages 
Invertible Neural Network (INN) architecture based on a revolutionary approach to 
achieve reversibility in neural networks introduced by Dinh [2] and subsequently 
incorporated into a framework by Ardizone [3]. An INN, which is invertible by 
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construction, offers a remarkable data reconstruction capability that can be leveraged 
to validate that the inference flow pipeline is intact and that the output of it can 
be trusted. 

The result of that assessment, which we call the Inference Integrity Score, can be 
reported in real time and acted upon to safeguard system integrity by suppressing 
suspicious outcomes. The implementation of our Trustworthy AI paradigm employs 
the TNN-based test nodes comprising an AI-firewall layer offers a pragmatic approach 
to protecting machine learning pipelines and does not require any intricate intervention 
into the models themselves to handle adversarial inputs. 

The remainder of this paper is organized as follows: Section 2 briefly reviews related 
work pertaining to safeguarding machine learning inference pipelines. It then elaborates 
on anomaly detection techniques [8] and Invertible Neural Networks touching upon 
normalizing flows [2] - the theory underlying the reversibility of deep neural networks. 
We also introduce the Framework for Easily Invertible Architectures (FrEIA) 
previously established by Ardizone [3], which provides an SDK to construct custom 
INN configurations to make it quick and approachable. 

We then discuss the remarkable ability of an Invertible Neural Network to 
reconstruct data from its compressed latent representation, outperforming traditional 
autoencoder architecture.  In Section 3 we look at the Trusted Neural Network API and 

 

Fig. 1. Anomalies visualized [5]. 

 

Fig. 2. Classic autoencoder [8]. 
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learn how a TNN node can be incorporated into a verification-based inference 
protection layer.  Section 4 summaries the study and offers conclusion. 

2 Related Works 

Machine learning system robustness, which encompasses building reliable, resilient, 
and fault-tolerant machine learning systems, is an active area of research. Much 
attention is given to strengthen adversarial resistance of the deep learning models 
themselves, but a test-based verification-driven approach to validate the inference 
pipeline provides an effective scheme to improve system robustness, while narrowing 
the gap between machine learning research and practice. The risks related to the 
inference pipeline’s state of integrity can be effectively mitigated by verifying the 
reasonability of the prediction outcome, which is discussed by Apruzzese in the 
methodology survey “Real Attackers Don’t Compute Gradients” [4]. 

2.1 Anomaly Detection 

We invoke the topic of anomaly detection as relevant to the verification of the inference 
pipeline integrity. Anomaly detection is a process of identifying data that does not fit 
into a pattern of what is expected. 

As described in [5] and depicted in Figure 1, abnormal patterns in the phenomena 
characterized by low dimensionality can be easily discovered with an algorithmic 
approach based on acceptable value ranges, with simple clustering techniques, or even 
assessed visually. 

Giannoni [5] and subsequently Yin [6] put anomaly detection methods in several 
categories, such as statistical-based methods, probability-based methods, similarity-
based methods, and most recent prediction-based methods. The high dimensional 
scenarios surrounding systems with machine learning components highly dependent on 
integrity of the data, however, require more sophisticated multivariate statistics 
methods based on probability distributions and deep learning techniques. 

They are exemplified by generative neural networks, such as several classes of 
autoencoders, including novel INN-based autoencoders described [8] based on 
Invertible Neural Networks trained for anomaly detection.  

 

Fig. 3. Convolutional Autoencoder [8]. 
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2.2 Autoencoders 

Autoencoders belong to the family of unsupervised deep learning neural network 
models well suited for dimensionality reduction and have been described extensively 
in numerous works, such as [5] and [6], then referenced in [8]. The general idea around 
this type of neural network is to extract the most relevant features from input data and 
then learn how to reconstruct the original data from its compressed representation. 

For unexpected inputs, which the model has not seen during training, the 
reconstruction error should be higher, and crossing a configurable threshold, dependent 
on a problem domain, constitutes an anomaly. As described in [8] and shown in Fig. 2, 
a classic autoencoder consists of an encoder and a decoder, implemented as fully 
connected neural networks. 

The encoder compresses the network input x into a lower dimensional latent 
representation z defined by the bottleneck.  The decoder takes the output of the encoder 

 

Fig. 4. Variational Autoencoder [8]. 

  

Fig. 5. Forward mapping of x → y (left) and Inverse ambiguity (right). 
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and decodes the latent representation back to the original input 𝑥.̂ The information 
preserved in hidden neurons is considered as the encoded features. The learning process 
is based on minimizing the reconstruction error, which is assessed by comparing the 
reconstructed input with the original one. The learned representation corresponds to the 
final hidden state of the encoder network and acts like a summary of the input sequence. 

There are several variations of autoencoder architecture [8], such as a convolutional 
autoencoder, depicted in Fig. 3, which uses convolutional layers to create a compressed 
representation [6], or a variational autoencoder depicted in Fig. 4, capable not only of 
reconstructing the original input, but also enhancing it by generating new content based 
on the sampling from the learned probability density distribution of the input domain. 

A compress-reconstruct type of a challenge reflected in the autoencoder encoder-
decoder architecture belongs to the class of “ill-posed” inverse problems, which are 
characterized by inherent ambiguity due to the existence of an information bottleneck. 
Such problems have been successfully addressed by the reversible neural network 
architecture applied in Invertible Neural Networks, which makes them an interesting 
option to help with our integrity verification undertaking. 

In this work we leverage previous findings and principles regarding several types of 
autoencoders together with reversible neural networks and apply the INN-based 
architecture for anomaly detection as a core of the TNN network integrity 
verification nodes. 

 

Fig. 6. Invertible Neural Network Conceptual Diagram. 

 

Fig. 7. Reconstructing phenomenon X from observation Y. 
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2.3 Invertible Neural Network 

As explored in [8] and referenced here for context, an Invertible Neural Network is a 
class of networks suited to solve ambiguity that characterizes inverse problems, where 
multiple parameter sets can produce the same observed outcome, as depicted in Fig. 5. 
To express this ambiguity, the posterior probability of the parameters’ distribution, 
given an outcome 𝑦, must be learned so the most appropriate set can be selected. 

Such a model can perform log-density estimation of data points, leading to efficient 
inference and precise reconstruction of the inputs from the hierarchical features 
extracted by the model. This extraordinary capability to reconstruct the inputs 
corresponding to the encoder-decoder functionality makes INN a natural candidate to 
help solve the problem of anomaly detection. 

An INN is trained simultaneously in the forward and reverse directions, Fig. 6. The 
forward learning process uses additional latent output variables to capture information 
otherwise lost, making the learning of the inverse process explicit. To solve the general 
inverse problem, we augment the observation space 𝑌 with a latent variable 𝑍 which 
follows a normal distribution and look for a bijective function 𝐹 that can map 𝑍 
back to 𝑋෠. 

  

(a) Forward propagation (b) Inverse propagation 

Fig. 8. Real NVP Affine Coupling Block [2]. 

 

Fig. 9. INN as Autoencoder [8]. 
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An INN learns an invertible, stable, mapping between a data distribution PX and a 
latent distribution PZ, typically Gaussian, as shown in Fig. 7. Invertibility of neural 
networks was spearheaded by Dinh [2] as “real-valued non-volume preserving 
transformations” (Real NVP) architecture, who introduced a stack of invertible affine 
coupling blocks (Fig. 8), arranged in hidden layers. Given a D-dimensional input x and 
d < D, the output y of an affine coupling layer follows the following equations [2]: 

𝑦ଵ:ௗ = 𝑥ଵ:ௗ, (1) 

𝑦ௗାଵ:஽ = 𝑥ௗାଵ:஽ ⊙ exp [𝑠(𝑥ଵ:ௗ) + 𝑡(𝑥ଵ:ௗ)], (2) 

where s and t are functions from 𝑅ௗ    →  𝑅஽ିௗ, and ⊙ is the Hadamard product or 
element-wise product. Each block splits its input and output into two parts and applies 
transformations 𝑠 (scale) and 𝑡 (translation), which themselves do not have to be 
invertible – they can be quite complex and are often implemented as artificial neural 
networks, such as a CNNs. 

It has been proven [3] that a stack of such invertible blocks makes the end-to-end 
layout also invertible. Based on this architecture, the Invertible Neural Network 
guarantees reversibility by its construction and solves the ambiguous inverse 
relationships directly. 

Fig. 10. TNN Context Diagram [1]. 

Fig. 11. TNN Architecture. 
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2.4 INN Trained as an Autoencoder 

As demonstrated by Nguyen [7] on MNIST, CIFAR and CelebA, and recently by 
Schwab [8] for time series data, an INN has superb capability for anomaly detection. It 
compared an INN-based implementation to conventional autoencoders for different 
bottleneck sizes, which demonstrated that INN autoencoders can achieve similar or 
better reconstruction results. 

It showed that the architecture restrictions on INN autoencoders to ensure 
invertibility do not negatively affect their performance, while the advantages of INNs 
are still preserved. This entails a tractable Jacobian for both forward and inverse 
mapping as well as explicit computation of posterior probabilities. 

It also provided an explanation for the saturation in reconstruction loss for large 
bottleneck sizes in classical autoencoders and concluded that an INN might not have 
any intrinsic information loss and thereby are not constrained by a maximal depth after 
which only suboptimal results can be achieved. 

The concept of an INN entails bijective input-output mapping, so the dimensions of 
input x and output y augmented with z must be equal.  As depicted in Fig. 9 below, an 
artificial bottleneck must be constructed to achieve autoencoder-like behavior. It is 
accomplished by zeroing the latent z to make sure that no extra information is retained 
by the network in the inverse process of representation learning. 

As demonstrated in [8], the reconstruction loss on the anomalous samples across a 
variety of datasets was an order of magnitude greater as compared to the reconstruction 
error on the healthy validation data.  The INN-autoencoder architecture also shows 
excellent performance, which renders it as an effective tool for the inference integrity 
verification task. 

2.5 Trusted Neural Network 

The diagram in Fig. 10 below depicts a conceptual template of a system comprising a 
Trusted Neural Network conceptualized in [1], where the output, in addition to the 
predicted result, includes an Inference Integrity Score to help assess trustworthiness of 
the outcome. 

Fig. 12. A TNN node for input integrity verification. 
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It leverages the capability of an Invertible Neural Network deal with inverse 
problems and to reconstruct an input from an output, in their respective domains.TNN 
is a general solution architecture paradigm and the concrete implementations reflecting 
the needs of specific problem domains can be derived from there. Current 
methodologies employed to verify the integrity of Artificial Neural Networks leverage 
sampling strategies, which operate in the outer perimeter of the network.  

The TNN concept, however, incorporates the integrity measure as an integral part of 
the system. We propose that the inference flow is augmented with the inverse output-
to-input verification steps, and that the INN-based Trusted Neural Network stackable 
nodes assume this responsibility – trained on the respective datasets, they are tasked 
with detecting and suppressing suspicious out-of-distribution data anomalies along 
the pipeline. 

3 Proposed Framework for Inference Integrity Verification 

3.1 Trusted Neural Network Architecture 

A TNN (Fig. 11) used as the module integrity verification node is composed of several 
high-level building blocks, each of which is independently defined, can be 
independently improved, and empirically tuned to fit the needs of any individual 
application use case. 

The integrity measure is computed by comparing an original input sample with the 
sample reconstructed by the Invertible Neural Network component embedded inside 
the TNN, and if too low, the overall prediction shall be discarded. 

3.2 Information Bottleneck Principle 

The INN is optimized along the principles of the Information Bottleneck Theory 
[10, 11] (alluded to in Fig. 11), capable of balancing the purposeful information loss 
against the desired accuracy of the model. The Information Bottleneck method 
measures how well 𝑌 can be predicted from a compressed representation 𝑍, compared 
to its direct prediction from 𝑋. The algorithm minimizes the loss function 𝐿 with respect 
to conditional distribution 𝑝(𝑧|𝑥): 

𝐿ூ஻ = 𝐼(𝑋, 𝑍) −  𝛽 𝐼 (𝑌, 𝑍), (3) 

where 𝐼(𝑋; 𝑍) and 𝐼(𝑍; 𝑌) are the mutual information of 𝑋 and 𝑍, and 𝑌 and 𝑍 
respectively, and 𝛽 is Lagrange multiplier. 

Request: 

url = 'http://api.tnn.com/' 
params = {'query': 'node_1'} 
response = requests.get (url, params) 
response.json() 

Response: 

Output:  
{'confidence': 0.777, 
 'prediction': 'compromized', 
 'Inference Integrity Score': 0.987} 

Fig. 13. TNN API Request and Response. 
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3.3 Trustworthy AI Solution Architecture 

We propose a novel type of test-driven approach to ensure ML integrity, depicted in 
Fig. 12, which leverages the TNN nodes to protect against adversarial data at any given 
step of the inference pipeline, and thus guarding its integrity. The solution employs one 
or more Trusted Neural Network node(s) with INN at its heart configured for data 
reconstruction, so that the inputs of the modules comprising a pipeline can be subjected 
to a test, as indicated in Fig. 12 steps 1-6. 

Input and outputs of a module may or may not be in the data domain, which is the 
strength of Invertible Neural Networks, as compared to the classic autoencoder 
architecture. The similarity measure and the thresholds would vary per use case, and 
thus they must be designed specifically for any given domain: 

ฮ𝑋inverted − 𝑋originalฮ < Reconstrucion Error Margin. (4) 

The Trusted Neural Network design pattern comes with REST API [12], depicted in 
Fig. 13, which in addition to the prediction outcome also returns the Inference Integrity 
Score. The proposed standard would add the Integrity Score parameter to the ML API 
response payload as an integrated workflow security measure. 

3.4 Input Reconstruction 

Several experiments were conducted to verify various INN configurations with respect 
to reconstructing the most probable input given an output. Described in [1], they 
followed the implementation examples provided in [3] using synthetic points data sets. 

Input 𝑋 Latent Variable 𝑍 Reconstructed Input 𝑌 

   

Fig. 14. MNIST Experiment. 
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Another experimental INN, configured to process the MNIST data set, tested 
successfully as well (Fig. 14). The forward pass through the invertible network gives 
us a latent image Z, which fed to the network in the reversed flow outputs a regenerated 
𝑋, noted as 𝑋inverted: 

𝑍 =  𝐼𝑁𝑁
forward

൫𝑋
original

൯, (5) 

𝑋
inverted

= 𝐼𝑁𝑁
reverse

(𝑍). (6) 

The difference between the original input X entering the TNN and its counterpart 
𝑋inverted regenerated by the network in the reverse flow is negligible: 

ฮ𝑋inverted − 𝑋originalฮ < 1𝑒 − 5. (7) 

A result like that which would be reflected in a high value of Inference Integrity 
Score and provide a successful test for a TNN node at a given step of the inference flow. 

4 Summary and Conclusion 

This work proposes an easy to implement pragmatic scheme to enhance robustness of 
machine learning systems through a test-driven inference flow verification layer based 
on the Trusted Neural Network nodes and their API abstraction. It leverages the 
Invertible Neural Network architecture and an open-source framework to construct the 
INN-based state-of-the-art anomaly detector. 

The paradigm is generalizable across problem domains and aspires to become a 
useful practice in drafting robust high-level solution architectures for systems which 
incorporate machine learning capabilities and can benefit from additional measures 
of  trustworthiness.  
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Escuela Politécnica Nacional,
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Abstract. In this work, we present a real-time hand gesture based Human
Computer Interaction (HCI) system for control a Virtual Reality (VR) application
by using of Oculus Rift and Myo armband. For this purpose, an Hand Gesture
Recognition (HGR) model and a VR application were implemented. The
K-Nearest Neighbors (KNN) and Dynamic Time Warping (DTW) algorithms
were applied to develop the HGR model. The inputs to this model are signals
of 11 hand gestures measured by Myo Armband and G-Force Pro using their
built-in surface electromyography (EMG) dry sensors and inertial measurement
unit (IMU). The outcome of the HGR model is the designation that characterizes
the gesture performed by the user. The VR application was developed by the
game engine Unity using Oculus Rift as input device into virtual environment. It
allows navigate over an interface and manipulate three-dimensional (3D) objects
taking advantage of their properties for a sophisticated experience. The HGR
model is used in the VR application where each identified gesture performs an
action. The system present a natural communication through hand gestures in a
virtual environment. In average, we achieved real-time gesture classification with
an accuracy of 82% on eleven distinct gestures. The SUS test results rank our
system as excellent in terms of usability.

Keywords: Human computer interaction, hand gesture recognition, virtual
reality, K-nearest neighbors, dynamic time warping, electromyography, inertial
measurement unit.

1 Introduction

The study of interfaces between humans and computers is known as Human Computer
Interaction (HCI). Traditional HCI methods such as keyboards, mouse or touch screens
are often unfriendly when interacting with computers. The study of the field of gesture
recognition in combination with HCI transcended this barrier because the use of
gestures is a more natural way to provide an interface between a user and a computer
[30, 1]. These improvements in HCI technology are also leading to advances in another
field closely related to HCI: virtual reality (VR).
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DATASET

Data acquisition

Preprocessing

Feautre Extraction

Classfication

Prediction

Fig. 1. Hand gesture system framework.

Hand Gesture Recognition (HGR) models are human–computer systems that
determine what gesture was performed and when it is performed [12]. In this work,
a gesture recognition system based on EMG and IMU data is divided into 4 stages:
data acquisition, preprocessing, feature extraction and classification [7] as shown in
Figure 1. Those models can acquire data with different instruments, such as gloves,
vision sensors, inertial measurement units (IMUs), surface electromyography sensors
or a combinations of devices [12].

In this work we combine surface EMG and IMU sensors. Surface EMG is a technique
that records the action potentials of the muscle fibers with surface sensors [14]. IMU is
a device that records four features: velocity, shape, location and orientation in motion
capture on specific body by using a combination of accelerometer, gyroscopy and
magnetometer sensor [19, 5]. The acquired information is combined depending on the
two categories of gestures according to their type of interaction [27]:

– Static gestures - gestures based on a single posture that is maintained for a certain
amount of time.

– Dynamic gestures - gestures based on a motion trajectory.

On this context, we propose a HGR model based on static and dynamic gestures
measured by the dry surface EMG and IMU sensors built-in the Myo Armband.
Additionally, we propose a virtual reality application controlled by hand gestures where
our HGR model can be used to control it.

The application provides a natural interaction of actions through gestures [9, 23].
In addition, it allows a detailed examination of the 3D models. Virtual reality gives
full control of the environment to the user through the glasses movement and, with our
proposal, hand gestures.
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Fig. 2. System.

Figure 2 shows the general purpose of this work, where the HGR model and the
application complement each other as a system that combines the potential of the HGR
field applied to a VR application. The rest of the paper is organized as follows. Section
II describes the works related to gesture recognition and their applications. The dataset,
the structure of the HGR model, the description of the application, and integration of
both components are explained in Section III. Experimental results and their analysis
are presented in Section IV. Finally, Section V concludes this work.

2 Related Works

The development of HGR models is used to perform different tasks including but not
limited to motor control, prosthetic device control, and hand motion classification [33].
Gesture recognition applied to VR has a wide array of fields, such as vehicle driving
simulation [29, 32], games [28, 20], navigation of maps [16], sign language gestures
[26], among others.

The most frequent machine learning algorithms applied to gesture recognition based
on EMG and IMU data are artificial neural network-based algorithms [11, 22, 8, 34],
classifier-based algorithms [18, 25, 17], and linear discriminant analysis [13, 31].
According to the literature review, for this work we choose the kNN classification
algorithm because it is one of the simplest and most optimal models in terms
of classification.

The use of Myo Armband and a virtual environment was already evaluated in [10]
through SUS, which gives us an idea of the usability qualification, however the overall
result of [10] is lower than the obtained in this article. In addition, according to [21], it is
easier to use the Myo Armband in the control of tasks related with daily life. Likewise,
Rawat[21] affirms that users can interact with various applications simply by making
our hands work, which will be demonstrated in this article.
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(a) (b) (c) (d) (e)

(f) (g) (h)

(i) (j) (k)

Fig. 3. Gestures used to the Dataset (a) waveIn, (b) waveOut, (c) fist, (d) open, (e) pinch, (f) up,
(g) down, (h) left, (i) right, (j) forward and (k) backward.

3 Methodology

In this section, we describe the dataset and structure of HGR model and the
VR application.

3.1 Dataset and HGR Model

This subsection describes the dataset and the HGR model proposed in this work. The
HGR model is composed by the following steps: data acquisition, preprocessing, feature
extraction and classification.
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(a) (b)

Fig. 4. (a) raw EMG signal (b) preprocessed EMG signal.

Dataset. EMG and IMU signals from 85 users are included in the dataset, which
can be found in [2]. The signals were gathered while performing a set of 12 gestures,
which includes the 11 gestures specified in Figure 3 (wave in, wave out, fist, open,
pinch, up, down, left, right, forward, and backward), along with an additional gesture
denoted as the “relax” gesture. Each user performed a total of 180 samples by executing
15 repetitions of 5-second intervals for each gesture.

Data acquisition. The sliding window technique was applied to acquire the input
data for the classifier. We used a window of N = 480 points for the classification of
EMG signals and another window of M = 480 points for IMU signals. The complete
signal was analyzed, in both cases, with the same number of iterations using the stride
of L = 200.

Preprocessing. The purpose of this stage is to facilitate the subsequent phases
of feature extraction and classification. It was applied only to EMG signals because
they have an irregular appearance, as shown in Figure 4a. Preprocessing consists of
rectifying and filtering the window N . For rectification, the absolute value of both
windows was calculated. Then, for filtering, a fourth-order Butterworth filter with and
a cutoff frequency of 5 Hz to reduce the noise was applied. Figure 4b shows the result
of the preprocessing as a smoother EMG signal.

Feature extraction. We work with EMG windows to classify static gestures since
the execution of these gestures is dominated by muscle activity, which is measured using
EMG signals. Similarly, we use IMU windows to classify dynamic gestures which are
dominated by arm movement and measured by IMU signals.

In this stage, the two EMG and IMU sliding windows are analyzed in order to
select one window for the classification phase. For this purpose, the “energy” feature
extraction function is applied over both type sliding windows. It measures the energy
distribution of both signals [6]. The output of this function is a feature vector used
as input to a switch, as shown in Figure 5. The switch is based on a logistic linear
classification model.
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Fig. 5. Feature extraction and classification stages.

This model determines whether a pair of EMG and IMU windows of the same
signal corresponds to a static or dynamic gesture. The model was trained using the
same “energy” function for the training dataset. Its evaluation achieved an average
classification accuracy rate of 93.02%. Through this switch, a feature window is
chosen according to the type of gesture determined and, consequently, the subclassifier
corresponding to the feature window (EMG or IMU).

Classification. The classification module works exclusively with EMG signals
or with IMU signals separately. Consequently, the classifier is constituted by
2 sub-classifiers as shown in Figure 5: the EMG sub-classifier which classifies
static gestures and the IMU sub-classifier which classifies dynamic gestures. Both
subclassifiers were built using the KNN algorithm.

The approach on which KNN is based in this work is the estimation of the conditional
probability based on the relative frequency of the nearest neighbors to the window to
be classified. For both subclassifiers, the value of k nearest neighbors was determined
with the formula k = ceil[log2 N ], where N is the number of samples composing the
dataset corresponding to the subclassifier. The threshold was set at 80%, to avoid false
positives. The code of the proposed HGR model was written with MATLAB version
2021b and is publicy available in [3].
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Table 1. Technical specifications of the application development environment.

Aspect Specification
Unity Version 2021.2.3f1

GPU NVIDIA GeForce GTX 1650

CPU Intel Core i7-10700F

RAM 16 GB

HDD 932 GB

SSD 233 GB

Motherboard Prime H410M-E

Fig. 6. 3D model viewer “Gallery” scene.

3.2 3D Model Viewer

To demonstrate the feasibility of the model, a software application (3D Model Viewer)
controlled by the HGR system is developed. The 11 hand gestures are used to execute
interaction actions with models within the application, such as: moving between
models, moving the model, accepting an action, among others. The gestures are detected
thanks to the use of a recognition model detailed above.

The methodology for the 3D model viewer uses the waterfall model. [24] . The
phases of the methodology include: requirements specification, design, development,
verification and validation, and operation of the application. The requirements
specification phase collected user needs through meetings with the end user. This phase
expresses the user’s intention in 13 use cases, as shown in Annex B.

In the design phase, the space names, scenes, class diagram, and complements were
described. This phase expresses the architecture of the application through the class
diagram, as observed in Annex A. Likewise, in the development phase, the source code
was implemented using C# as the programming language.
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Fig. 7. Confusion matrix for proposed model.

Among other tools for coding the viewer, the IDE VS 2022 version 17.2 and Unity
version 2021.2.3f1 were used. Additional technical specifications for the development
are described in the Table 1. To comply with the verification and validation phase,
integration and acceptance tests were carried out. The integration tests were ascending
to perform evaluations of the modules from lower to higher levels. For its part, the
acceptance tests are based on each use case specified in Annex B. Finally, in the
operation phase, the application was compiled with support for virtual reality in the
64-bit Windows 10 operating system. One of the scenes (Gallery) of the operational
application is shown in Figure 6.

3.3 Integration

Once the developed application operational, communication between the application
development environment and the recognition model was established. This integration
used socket technology where Unity and Matlab took the roles of server and
client, respectively.
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Fig. 8. Histogram of the processing time of each window observation.

The IP address used was “127.0.0.1”, the port was 55001 and 10 seconds as time
out. The source code of the proposed HGR model and the VR application is publicy
available in [3]. A video demonstration of the execution of the complete system can be
found in [4].

4 Results

In this section, we present the results of the tests applied to the HGR model and
the system.

4.1 Performance of the HGR Model

We evaluate the performance of HGR model with 42 users of dataset described
in Section III. Classification results are shown in the Figure 7. The label that
presents the highest sensitivity is Up (93.2%) while the label with the lowest
sensitivity is WaveIn (67.3%).

On the other hand, the labels with the highest and lowest precision are WaveOut
(97.1%) and Down (77.2%), respectively. It is also illustrated that the overall
classification accuracy of the model is 80% while the average accuracy is 84.45%.
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Table 2. Result of SUS.
Person\Item 1 2 3 4 5 6 7 8 9 10 Total

1 5 0 0 0 4 0 5 0 5 0 97,5
2 5 1 5 2 5 0 5 0 5 2 100
3 4 0 4 2 5 0 4 0 4 1 95
4 5 0 4 4 5 0 5 0 5 0 100
5 5 0 4 0 5 5 5 1 5 0 95
6 3 1 4 1 3 3 4 1 5 4 72,5
7 3 3 4 2 1 1 3 4 3 1 57,5
8 3 3 3 0 3 1 3 3 5 0 75
9 1 0 4 1 2 1 4 1 5 0 82,5
10 4 2 4 4 4 2 2 2 3 5 55

It is important to note that the results obtained in terms of classification (80%
accuracy) taking into account the high number of labels to classify (11 gestures shown
in Figure 3) are considered highly satisfactory for our RV application. The response
time is defined as the time that each sub-classifier (EMG or IMU) takes to process and
classify each window of the signal.

The processing time of each window was measured and stored for later analysis.
Figure 8 shows the processing times for each processed window. The highest processing
time is 0.22 seconds while most of measures remains below 0.16 seconds. In
conclusion, our HGR model returns a real time response below 0.3 seconds, which
it can be considered as real time.

4.2 Usability Test Results

The system was subjected to the System Usability Scale (SUS). The evaluation was
carried out by 10 participants between 21 and 37 years old. The 10 statements received
a rating between 0 and 5. The rating of 0 is for the evaluator to show that they totally
disagree while rating 5 is to show total agreement. The results of the 10 users for each
statement are shown in Table 2. To calculate the global rating of the application for each
user, the following formula was used:

t = (x− 5) + 2.5(25− y), (1)

where:

x Sum of even item responses.=
y Sum of odd item responses.=
t Global.=

The average of the global was 83. According to [15], the usability score of the system
is Excellent. The obtained score shares the acceptable range as well as many other
applications described in [15], such as Excel, Gmail, among others.
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5 Conclusions and Future Work

A HGR model based on EMG and IMU signals together with a VR application has
been presented. The structure of the developed HGR model is based on the stages of
data acquisition, preprocessing, feature extraction and classification.

The EMG-IMU-EPN-100+ was used to evaluate the model, and the results
show a classification accuracy of 80.04% ± 13.66% and a recognition accuracy of
66.12% ± 18.30%. The response time of the model is below 0.22 seconds which,
according to the literature, validates the real-time performance of the model. Similarly,
the VR application was successfully integrated with the HGR model. A global average
of 83 in SUS scale demonstrate the acceptable range of the system.

Future work on the HGR model includes testing with a stride between consecutive
windows of less than 1 second. Similarly, the use of parallel processing for the
classification step is also a potential improvement. For its part, the 3D Model Viewer
could implement wireless virtual reality glasses, improving the user’s mobility. The
application could also provide model management tasks from its graphical interface.
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Mexico

{luriber, ocuateg}@ipn.mx, {utrejor1700, yandradei1600,

vcorderoc1600}@alumno.ipn.mx

Abstract. With the significant growth of the financial market, investment options
have increased, which can pose a challenge. Thus, one of the most studied
problems in the financial field is the Portfolio Optimization Problem, where
one seeks the major possible return but with minimal risk. Given that both
objectives are in conflict and must be simultaneously optimized, a multi-objective
optimization problem (MOP) arises naturally. Even more, since certain conditions
must be satisfied, this MOP is restricted; thus, we really are dealing with a
constrained MOP (CMOP). Multi-objective evolutionary algorithms (MOEAs)
are a widely accepted approach for the numerical treatment of these problems. For
constrained problems, however, these methods still have room for improvement
to compute satisfactory approximations of the solution sets. In this work, we
propose to use different penalty strategies to improve NSGA-II and NSGA-III
performance when dealing with the portfolio optimization problem. We claim that
penalty strategies helped the evolutionary algorithm to obtain a greater number of
feasible individuals while preserving optimal solutions. Numerical results support
this claim.

Keywords: Portfolio optimization, penalization, evolutionary algorithms.

1 Introduction

With the significant growth of the financial market, investment options have increased,
which can pose a challenge. The availability of numerous options in the market makes
it difficult to decide which is the best, even if there is always a single best option. We
must remember that every investment comes with risk. If we analyze it carefully, we can
identify two different objectives when investing: on the one hand, we aim to maximize
investment returns, and on the other hand, we seek to minimize the associated risk.

These objectives often conflict since higher expected returns typically come with
higher risks. Such problems are known as multi-objective optimization problems
(MOPs). Several approaches have been explored to address these types of problems,
commonly involving the application of computational tools.
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Algorithm 1 Quadratic Penalty Method.
Require: Given µ0 > 0, a nonnegative sequence {τk} with τk 0, and a starting point xs

0;
for k = 0, 1, 2, . . . do

Find an approximate minimizer xk of Q as in Equation 5, starting at xs
k, and finishing

when ∥∇Q(x)∥ ≤ τk;
if convergence test is satisfied then

stop return approximate solution xs
k

end if
Choose new penalty parameter µk+1 > µk;
Choose new starting point xs

k+1;
end for

One of these tools is multi-objective algorithms, also known as MOEAs
(Multi-Objective Evolutionary Algorithms), which employ techniques inspired by
biological evolution to find optimal solutions. MOEAs have caught the interest of many
researchers (see, e.g., [8, 5, 3, 9, 12]) over the last decades. Some reasons for this include
that MOEAs are of global nature.

Moreover, due to their global approach, they compute a finite size approximation
of the entire Pareto Set in one single execution of the algorithm. Also, they have been
successfully applied in several applications [18, 20, 29, 24], particularly in the portfolio
optimization problem [30, 14].

However, not all of these algorithms handle constraints efficiently. Most MOEAs
use feasibility rules to deal with constrained MOPs [7, 15, 21], while others use penalty
strategy [25]. Penalty strategy involves assigning a penalty value to infeasible solutions
based on the degree of violation. Therefore in the search for optimal solutions, these
infeasible solutions will be left behind since they will not get the minimal objective
value due to the imposed penalization.

Various families of penalty functions have been studied to improve MOEAs
performance when dealing with constrained optimization. There are two main
approaches: the first one is based on the constraint violation value, and the second one is
based on the distance to the feasible region [13, 25]. One of the most common problems
when using both approaches is that the search’s effectiveness strongly depends on the
selected penalty function.

While evolutionary-guided search with adaptive penalization demonstrates an
advantage as an optimization method for these highly restrictive problems [6, 19].
Utilizing feedback from solution search, as well as any specific information, provides an
adaptive and dynamic penalization that is effective. The portfolio optimization problem
aims to find the optimal distribution of financial assets to maximize expected return and
minimize risk. MOEAs provide an effective solution to this problem due to their ability
to work with multiple objectives and find optimal points.

The traditional portfolio optimization approach is based on Markowitz’s
theory. However, this approach assumes normal distributions for asset returns, which
can be an idealistic scenario. Additionally, Markowitz’s theory does not consider the
diversity of objectives that investors may have. Utilization of MOEAs becomes crucial
in this context. For example, particle swarm optimization (PSO) has been successfully
used in different portfolio optimization problems [30, 14].
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Algorithm 2 Classical l1 Penalty method.
Require: Given µ0 > 0, tolerance τ > 0 and a starting point xs

0;
for k = 0, 1, 2, . . . do

Find an approximate minimizer xs
k of ϕ1(x), starting at xs

k;
if MInf(x) < τ then

Stop return approximate solution xs
k

end if
Choose new penalty parameter µk+1 > µk;
Choose new starting point xs

k+1;
end for

Also, ant colony optimization has been applied to Markowitz’s portfolio model [11].
In [2], the authors applied the fireworks algorithm to solve the constrained portfolio
problem for the first time. Also, genetic algorithms have been used to solve this
problem, specifically in [1] NSGA-II and NSGA-III were employed to solve the
portfolio problem for 2 and 3 objectives.

Here, the authors presented that NSGA-II was effective only for two objectives and
that NSGA-III was effective only for three objectives. This work aims to optimize
various investment portfolios using three different penalty methods implemented on
NSGA-II and NSGA-III algorithms.

A comparative analysis is conducted between the results obtained by the MOEA
without a penalty and those obtained using the different penalty strategies. Based on
the results, we show that when dealing with the portfolio optimization problem, it is
very important to implement the correct penalty strategy, as it improves the normal
behavior of MOEAs in this problem, especially NSGA-II and NSGA-III.

2 Background

Here, we consider continuous MOPs that can be expressed as:

min
x ∈ Rn

F (x),

s.t. gi(x) ≤ 0 for i = 1, . . . ,m,

hi(x) = 0 for i = 1, . . . , q.

(1)

Hereby, F is the map of objective functions F (x) = (f1(x), . . . , fk(x))
T . Each

objective fi : Rn → R is assumed for simplicity to be continuously differentiable, and
with feasible domain:

Ω = {x ∈ Rn : hi(x) = 0, i = 1, . . . , q and gi(x) ≤ 0, i = 1, . . . ,m}. (2)

The optimality of a MOP is defined using the concept of Pareto dominance: let
v,w ∈ Rk, then v is less or equal than w (v ≤p w), if vi ≤ wi for all i ∈ {1, . . . , k};
the relation <p is defined analogously. A vector y ∈ Ω is dominated by a vector
x ∈ Ω (x ≺ y) with respect to (1) if F (x) ≤p F (y) and F (x) ̸= F (y), else y is
called non-dominated by x.
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Algorithm 3 Augmented Lagrangian Method.
Require: Given µ0 > 0, tolerance τ > 0, starting points xs

0 and λ0;
for k = 0, 1, 2, . . . do

Find an approximate minimizer xs
k of LA(·, λk), starting at xs

k, and finishing when
∥∇LA(xk;λ

k)∥ ≤ τk;
if convergence test is satisfied then

Stop return approximate solution xs
k

end if
Update Lagrange multipliers using equation 9 to obtain λk+1;
Choose new penalty parameter µk+1 ≥ µk;
Set starting point for the next iteration to xs

k+1 = xk;
Select tolerance τk+1;

end for

In case F (x) <p F (y) the relation is called strong Pareto dominance. A point
x∗ ∈ Rn is Pareto optimal to (1) if there is no y ∈ Ω which dominates x. The set of all
the Pareto optimal points PΩ is called the Pareto set, and its image F (PΩ) is called the
efficient set or Pareto front.

2.1 Portfolio Optimization Problem

The portfolio model, also known as the Markowitz model, aims to maximize the return
function while minimizing the risk function. Therefore, a MOP naturally arises. We can
define the problem as:

Max. Return:
N∑
i=1

wiµi,

Min. Risk:
N∑
i=1

N∑
j=1

wiwjσij ,

s.t.
N∑
i=1

wi = 1,

0 ≤ wi ≤ 1 for i = 1, . . . , N,

(3)

where N is the number of available assets, µi represents the expected return of asset i,
σij is the covariance between assets i and j, and wi is the decision variable for asset
i. It is worth noticing that wi has a weighting effect on the return function and the
covariance matrix; for more details see [27].

As mentioned before, we try to find solutions that simultaneously satisfy the above
conflicting functions. In this work, the optimal portfolio will be the one that provides
us with maximum return and minimum risk.
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Table 1. This table presents the MOEAs parameters used in the experimental section.

Parameter NSGAII NSGAIII

Population size 100 100

Crossover probability 0.9 1

Mutation probability 0.1 1/n

Distribution index for crossover 20 20

Distribution index for mutation 30 20

When diversification is considered, the model can be written as:

Max. Return:
N∑
i=1

wiµi −
N∑
i=1

ci | wi −w0
i |,

Min. Risk:
N∑
i=1

N∑
j=1

wiwiσij ,

Max. Entropy:
N∑
i=1

wi log(wi),

s.t.
N∑
i=1

wi = 1,

0 ≤ wi ≤ 1 for i = 1, . . . , N,

(4)

where w0 is the existing portfolio and
∑N

i=1 ci | wi −w0
i | is the total transaction cost

of the portfolio. Here, entropy is used as the divergence measure of asset portfolio in
finance literature [17].

2.2 Penalty Methods

– Quadratic Penalty Method. In this method, the penalty terms are the squares of the
constraint violations. We define the quadratic penalty function for Problem 1 as:

Q(x) = f(x) +
µ

2

q∑
i=1

h2
i (x) +

µ

2

m∑
i=1

(max{gi(x), 0})2, (5)

where µ > 0 is the penalty parameter. In Algorithm 1, the general framework based
on the quadratic penalty function is presented. It is worth noticing that the parameter
sequence {µk} can be chosen adaptively, considering the difficulty of minimizing the
penalty function at each iteration.

– Nonsmooth Penalty Function. Nonsmooth penalty functions are less dependent on
the strategy used to choose penalty parameters, which makes them desirable.
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(a) (b)

Fig. 1. Comparison of the obtained Pareto fronts for Portfolio 1 and Portfolio 3, respectively, on
a certain execution.

A popular nonsmooth penalty function for the general nonlinear programming
problem is the l1 penalty function, which can be defined as:

ϕ1(x) = f(x) + µ

q∑
i=1

|hi(x)|+ µ

m∑
i=1

max{gi(x), 0}, (6)

where µ > 0 is the penalty parameter. Note that ϕ1(x) is not differentiable at some
x because of the absolute value and ∥ · ∥ function. Despite not being differentiable,
Equation 6 has a directional derivative along any direction, which allows defining a
stationary point of the measure of infeasibility as:

MInf(x) =

q∑
i=1

|hi(x)|+
m∑
i=1

max{gi(x), 0}, (7)

When MInf(x) tends to zero, it indicates feasibility. Algorithm 2 presents a general
framework based on the l1 penalty function. Exact nonsmooth penalty functions can be
defined in terms of other norms, see [23].

– Augmented Lagrangian Method: Equality Constraints. This algorithm is
similar to the quadratic penalty algorithm, but it reduces the likelihood of
ill-conditioning by introducing Lagrange multipliers into the function. This function
is known as the augmented Lagrange function, which preserves smoothness; unlike
Nonsmooth penalty functions, the augmented Lagrange function largely preserves
smoothness. By definition:

LA(x, λ) = f(x)−
q∑

i=1

λihi(x) +
µ

2

q∑
i=1

h2
i (x), (8)

where:

λk+1
i = λk

i − µkhi(xk), ∀ i = 1, . . . , q. (9)
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(a) (b)

(c) (d)

Fig. 2. Boxplots corresponding to HV indicator of Portfolio 4 for two and three objectives.

Notice that Equation 8 only considers equality constraints; thus, inequalities must be
transformed. The Augmented Lagrangian Method is presented in Algorithm 3. In this
method, the choice of the initial point xs

k+1 is less critical when using this method.

3 Proposal

As mentioned in Section 2, MOEAs are useful tools in solving CMOPs. However,
these algorithms do not always have a penalty strategy to guide them toward feasible
solutions. There are different penalty methods available, in this work, three different
methods were employed:

The Quadratic Penalty Method, Nonsmooth Penalty Functions and the Augmented
Lagrangian Method [23] to work cooperatively with the selected MOEAs (NSGA-II
and NSGA-III [10, 16]). In the following, we present the selected penalty strategies.

3.1 Numerical Results

This section is dedicated to observe the impact that penalty strategies have when used
in CMOPs, specifically in the Portfolio Optimization Problem.
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Table 2. Average value of the performance indicators of the portfolio problem for
n = 5, 10, 20, 30, 40, 50 with k = 2 via NSGA-II and NSGA-III without penalty strategy (WP),
with quadratic penalty (QP), with Nonsmooth penalty (NSP) and with Lagrangian penalty (LP).

NSGA-II

FR ∆p Hv
WP QP NSP LP WP QP NSP LP WP QP NSP LP

Portfolio 1 0.9403 0.9883 1 0.9917 1.9185e-04 7.5454e-04 7.7572e-04 6.5893e-04 0.5728 0.5500 0.5545 0.6083
(std.dev) 0.0259 0.0018 0 0.0069 1.8981e-04 1.6311e-04 1.6315e-04 3.5919e-04 2.1016e-04 2.3343e-04 0.0011 0.0029

Portfolio 2 0.8777 0.9423 0.9997 0.9460 4.4319e-04 3.5964e-04 4.3592e-04 4.7167e-04 0.3327 0.3535 0.3321 0.3489
(std.dev) 0.0610 0.0326 0.0018 0.0396 8.7398e-06 2.3808e-05 2.7188e-05 4.0999e-05 0.0878 0.0745 0.0761 0.0995

Portfolio 3 0.6010 0.8257 0.7887 0.7710 0.0020 0.0018 0.0018 0.0018 0.6264 0.6310 0.6445 0.6199
(std.dev) 0.0660 0.0536 0.0630 0.0541 4.9617e-05 7.3861e-05 5.8708e-05 6.5815e-05 0.0516 0.0.0536 0.0630 0.0541

Portfolio 4 0.8147 0.9250 0.9193 0.9227 9.6001e-04 9.5479e-04 9.0018e-04 9.7601e-04 0.6233 0.6360 0.6352 0.6290
(std.dev) 0.0630 0.0443 0.0370 0.0451 1.1139e-05 1.0845e-05 1.3419e-05 1.0860e-05 0.0537 0.0649 0.0595 0.0626

Portfolio 5 0.8027 0.9087 0.9240 0.9230 0.0018 0.0017 0.0018 0.0017 0.7206 0.7413 0.7387 0.7400
(std.dev) 0.0807 0.0537 0.0368 0.0537 2.2405e-05 1.6720e-05 1.6461e-05 1.6641e-05 0.0530 0.0671 0.0628 0.0639

Portfolio 6 0.8083 0.9170 0.9243 0.9163 0.0019 0.0018 0.0018 0.0018 0.6907 0.6848 0.7018 0.6838
(std.dev) 0.0659 0.0432 0.0362 0.0415 1.5479e-05 1.8858e-05 1.0395e-05 1.8708e-05 0.0543 0.0516 0.0499 0.0512

NSGA-III

FR ∆p Hv
WP QP NSP LP WP QP NSP LP WP QP NSP LP

Portfolio 1 0.9743 0.9987 1 0.9953 6.6309e-04 6.0168e-04 8.5694e-04 0.0013 0.5706 0.5670 0.5551 0.6528
(std.dev) 0.0179 0.0035 0 0.0035 1.9198e-04 2.0051e-04 1.3804e-04 3.3193e-04 2.0786e-04 3.3168e-04 5.0220e-04 0.0031

Portfolio 2 0.9490 0.9887 0.9997 0.9930 4.6256e-04 4.3991e-04 4.7078e-04 6.4490e-04 0.3320 0.3396 0.3195 0.3374
(std.dev) 0.0252 0.0063 0.0018 0.0065 7.9075e-06 1.2824e-06 3.5864e-05 2.5302e-05 0.0901 0.0822 0.0989 0.1193

Portfolio 3 0.6853 0.9283 0.9033 0.8650 0.0024 0.0023 0.0022 0.0023 0.6075 0.6197 0.6283 0.6286
(std.dev) 0.1022 0.0385 0.0434 0.0581 6.2940e-05 4.5772e-05 4.0169e-05 4.2092 0.0676 0.0604 0.0713 0.1022

Portfolio 4 0.9010 0.9627 0.9623 0.9577 0.0011 0.0011 0.0011 0.0010 0.6183 0.5958 0.6132 0.6033
(std.dev) 0.0491 0.0215 0.0319 0.0275 9.0502e-06 9.8507e-06 1.9612e-05 1.4121e-05 0.0627 0.0747 0.0632 0.0742

Portfolio 5 0.8717 0.9537 0.9620 0.9513 0.0020 0.0019 0.0019 0.0019 0.7249 0.7341 0.7320 0.7317
(std.dev) 0.0589 0.0361 0.0277 0.0359 2.0833e-05 2.0766e-05 2.1443e-05 2.0607e-05 0.0604 0.0660 0.0617 0.0668

Portfolio 6 0.8557 0.9457 0.9517 0.9460 0.0020 0.0019 0.0020 0.0019 0.7074 0.6933 0.7256 0.6944
(std.dev) 0.0704 0.0332 0.0296 0.0333 2.4282e-05 2.8865e-05 1.6134e-05 2.8940e-05 0.0651 0.0623 0.0472 0.0621

For the numerical experiments, we considered six portfolio problems (for k = 2
and k = 3, see Equation (3) and Equation (4) respectively), each one related to
a different number of assets (5, 10, 20, 30, 40, 50, respectively). We compared the
behavior of NSGA-II, NSGA-III, and MOPSO [22] when solving each one of the
portfolio problems without penalization (WP) and with different types of penalty
strategies (QP, NSP, LP).

For all experiments, we have executed 30 independent runs using 100,000 function
evaluations. For the numerical experiments, we used PlatEMO [28]. Table 1 contains
the algorithm parameter values used for the experimental setting. The performance
indicators ∆p and Hypervolume(Hv) [26, 4, 31, 32] are used to measure the penalty
strategy effectiveness.

In this work, the real PF used to compute the ∆p indicator is obtained by
theoretically solving the Portfolio Optimization Problem. To compute the Hv indicator,
we normalized each objective value of the approximated solution and then set the
reference point as [1, 1] for two objectives and [1, 1, 1] for three objectives. We also
measure the feasibility rate (FR) of each run. FR is defined as:

FR =
number of feasible individuals

number of total individuals
. (10)
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Table 3. Average value of the performance indicators of the portfolio problem for
n = 5, 10, 20, 30, 40, 50 with k = 3 via NSGA-II and NSGA-III without penalty
strategy (WP), with quadratic penalty (QP), with Nonsmooth penalty (NSP) and with Lagrangian
penalty (LP).

NSGA-II

FR Hv
WP QP NSP LP WP QP NSP LP

Portfolio 1 0.5386 0.8214 0.8931 0.7567 0.5971 0.6329 0.6316 0.6386
(std.dev) 0.0320 0.0299 0.0120 0.0824 0.0606 0.0888 0.1225 0.0968

Portfolio 2 0.5070 0.7257 0.7270 0.7313 0.5469 0.5730 0.5566 0.5618
(std.dev) 0.0426 0.0364 0.0469 0.0450 0.0522 0.0408 0.0368 0.0478

Portfolio 3 0.4437 0.6983 0.6940 0.7053 0.7025 0.7254 0.7155 0.7179
(std.dev) 0.0491 0.0318 0.0294 0.0487 0.0911 0.0783 0.0982 0.0623

Portfolio 4 0.4227 0.6750 0.6730 0.6810 0.6857 0.6815 0.6920 0.6980
(std.dev) 0.0498 0.0367 0.0455 0.0370 0.0628 0.0631 0.0623 0.0582

Portfolio 5 0.4150 0.6770 0.6757 0.6730 0.6963 0.7007 0.7065 0.7047
(std.dev) 0.44 0.0503 0.0398 0.0497 0.0761 0.0701 0.0636 0.0653

Portfolio 6 0.4180 0.6500 0.6593 0.6497 0.7272 0.7212 0.7438 0.7471
(std.dev) 0.0387 0.0409 0.0486 0.0472 0.0668 0.0598 0.0761 0.0677

NSGA-III

FR Hv
WP QP NSP LP WP QP NSP LP

Portfolio 1 0.5994 0.8975 0.9481 0.8753 0.7049 0.7291 0.7471 0.6936
(std.dev) 0.0399 0.0295 0.0221 0.0905 0.1665 0.1395 0.1521 0.1550

Portfolio 2 0.5642 0.7781 0.7933 0.7969 0.6144 0.6213 0.6131 0.6285
(std.dev) 0.0473 0.0362 0.0387 0.0633 0.0464 0.0444 0.0346 0.0544

Portfolio 3 0.4772 0.7283 0.7083 0.7103 0.7846 0.7916 0.7892 0.7928
(std.dev) 0.0531 0.0320 0.0375 0.0460 0.0627 0.0652 0.0481 0.0571

Portfolio 4 0.4150 0.6847 0.6944 0.6733 0.7750 0.7873 0.7951 0.8106
(std.dev) 0.0488 0.0425 0.0349 0.0386 0.0644 0.0508 0.0532 0.0425

Portfolio 5 0.4008 0.6628 0.6636 0.6719 0.7890 0.8083 0.7985 0.7962
(std.dev) 0.0436 0.0377 0.0527 0.0376 0.0592 0.0551 0.0499 0.0620

Portfolio 6 0.3861 0.6536 0.6578 0.6450 0.7819 0.8016 0.8194 0.7946
(std.dev) 0.0370 0.0495 0.0459 0.0461 0.0539 0.0610 0.0607 0.0542

We claim that by using penalty strategies, not only does the feasibility rate improve,
but we also improve the performance of the MOEAs when solving the portfolio
optimization problem. Table 2 shows the obtained results using NSGA-II and NSGA-III
for the portfolio problem of k = 2 and Table 3 shows the obtained results using
NSGA-II and NSGA-III for the portfolio problem of k = 3.

MOPSO algorithm had troubles when solving the selected CMOPs. When the
number of assets increases (n > 10), the algorithm fails in finding feasible solutions.
Figure 1 shows the behavior of NSGA-II with and without penalty strategy on a certain
execution for Portfolio 1 and 3.
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Observe that more feasible solutions can be obtained by implementing a penalty
function. First, recall that the FR indicator measures feasibility. If the indicator value
tends to 1, there is a higher prevalence of feasible solutions. Note that in all portfolios,
the FR indicator is always higher when a penalty function is applied. Additionally,
the WP value is always the smallest, meaning NSGA will always obtain more feasible
solutions by incorporating a penalty strategy.

Now, the ∆p indicator aims for convergence and distribution; a smaller value
indicates higher performance. Analyzing the case of k = 2, the first portfolio, we
notice that the ∆p indicator without applying penalty functions is lower than when a
penalty function is applied; in this case, we are considering only five decision variables.
Therefore, the standalone NSGA-II is enough to solve the problem.

However, in the remaining five portfolios (more variables), this indicator is always
better when some penalty function is applied. Finally, we have the Hv indicator, which
measures the volume of the space dominated by a set of solutions in the objective space,
so this indicator should tend to 1 when all objectives are normalized.

Note that the Hv indicator is higher in all portfolios when some penalty function is
applied. Note that for NSGA-III, we have a similar behavior. In all portfolios, the FR
indicator is always higher when some penalty function is applied, and the value of the
WP indicator is always the smallest. Also, the penalty versions outbeat the standalone
algorithm referring to ∆p and Hv indicators. Only in Portfolio 3 the higher value of HV
is found in WP.

Finally, considering the portfolio problem for k = 3 one can notice that, as expected,
penalty strategies helped the evolutionary framework and obtained solutions of higher
quality. Although the FR value is no longer as good as for k = 2, it still is better than
the standalone version.

For this case, we only measure the Hv indicator since we do not know the real Pareto
front of the problem. Finally, boxplots corresponding to the Portfolio 4 problem for two
and three objectives using the Hv indicator are presented in Figure 2. Observe that the
MOEA version with a penalty strategy gets better results than the standalone algorithm.

4 Conclusions

In this work, we deal with the Portfolio Optimization Problem; since it can be defined
as a CMOP, we are interested in analyzing how well it can be solved by MOEAs
considering penalty strategies. Our proposal uses three different penalty functions, each
with a specific characteristic. We claim that better performance is expected when a
MOEA employs a penalty strategy. Several numerical results support this claim.

Numerical experiments showed that penalty strategies helped the behavior of the
evolutionary framework, not only in terms of performance indicators (∆p and Hv) but
also by obtaining a major number of feasible individuals. Since it is a constrained
optimization problem, we aim for feasibility and optimality. Although we have
promising results, it is worth noticing that these are preliminary results since some
aspects are still pending exploration. For example, we focused here on the most
common portfolio optimization problem (2 and 3 objectives), but this problem can be
more difficult if more constraints are considered, as the ones used in [2].
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Our next steps include studying different types of portfolios and analyzing which
penalization strategy is more suitable for these types of MOPs, aiming for theoretical
results that back up them.
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Abstract. This paper explores the development of a customized text generation
system using pre-trained language models, specifically aimed at knowledge
workers such as lawyers and personal data protection specialists. Our approach
minimizes human intervention in the labeling process for fine-tuning. To this end,
we automate data collection and filter the data through GPT-3.5 and BERT-based
heuristics. Human expertise is only leveraged in design and oversight, ensuring
the system’s ability to provide accurate and relevant information. We also
developed an annotation tool to complete our training set, utilizing text generation
which required a low level of human supervision. This paper repurposes
the Prompt Generation Network architecture to create a chatbot in Spanish
language that can address queries related to personal data protection. Our
results showed encouraging progress towards automating the annotation of a
dataset for fine-tuning with little human intervention, although opportunities for
improvement remain. Ultimately, our research offers a blueprint for the creation
of a chatbot using a fine-tuned language model with minimal human intervention,
demonstrating the potential of these models for practical applications.

Keywords: Self-supervised learning, legal language processing, fine-tuning,
large language model.

1 Introduction

The rapid advancement in the field of Machine Learning (ML) and natural language
processing (NLP) has led to the development of increasingly sophisticated language
models, capable of analyzing and predicting human-like text. These models, such as
GPT [9] and LLaMa [10], hold immense potential for a wide range of applications,
from personalized assistance to professional tools for knowledge workers.

However, harnessing the power of these pre-trained models often requires a
fine-tuning process that can be time-consuming and resource-intensive, particularly
when it comes to the labeling of training data. In this paper, we explore the possibility
of utilizing pre-trained language models to create a customized text generation system
that caters to the specific needs of knowledge workers, such as lawyers and specialists
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in personal data protection. Our objective is to minimize human intervention by
automating the labeling process using pre-trained models like GPT-3.5 and BERT
for data filtering and question identification. Human expertise is reserved only for
design and oversight tasks that require nuanced judgment. Upon existing research on
the efficiency of pre-trained language models, prompt-learning architectures, and the
scalability of text generation from prompts, we can claim that these techniques can be
combined to develop a robust, lightly supervised annotation tool.

Some authors have focused primarily on the effectiveness of pre-trained language
models to be refined to recognize and respond to specific prompts [11]. The proposed
architectures are intended to be applied in the pre-training phase to improve the
efficiency of fine-tuning. For this paper, we are inspired by the Prompt Generation
Network (PGN) architecture [6] for Prompt-learning.

PGN consists in generating input-dependent prompts by sampling from a learned
library of tokens. It should be noted that for these authors, the task-specific data are in
the pixel space, while in our case it is text. The scalability of text generation from
prompts could provide immense potential for the development of robust annotation
tools that require fairly low human supervision. Transformers systems have the ability
to generate their own tags and patterns for learning how to learn.

They are able to do this in a way that is more efficient and less costly than
human-generated annotation [12]. This can also alleviate the shortage of labeled
data, which is an obstacle to better performance, and thus enrich the model
representations [5]. It should be understood that today, the main bottleneck when
training a language model, or any supervised learning, is data labeling. However, some
[3] have shown that the use of pre-trained models can surpass human intervention in
this repetitive, mind-numbing task for the operator, and with little added value from a
humanistic perspective.

In this study, the role of human intervention was primarily in the design and oversight
of the data collection, with a thorough ETL process, and model fine-tuning processes.
The web scraping process was automated but designed by human engineers. The initial
dataset of articles was filtered using a GPT-3.5 model, reducing the need for human
curation. However, human judgment was applied in the design of the BERT-based
heuristic for question identification and in the choice of hyperparameters for model
fine-tuning. The aim was to minimize human involvement in the routine tasks of data
labeling and curation, while still leveraging human expertise for tasks that required
nuanced judgment.

We aim to demonstrate that the availability of language models such as GPT or
LLaMa opens up a potential for customizing ML models for knowledge workers. The
problem is thus the following: How can we use pre-trained language models to produce
a text generation system that relies on specific knowledge, with the least amount of
human intervention with respect to the labeling of the model’s fine tuning data?

To answer this, we developed a Spanish chatbot capable of addressing laypeople’s
queries related to personal data protection. Fine tuning a specific LLM requires
data labelized as prompt and completions. For the completions, we implemented our
approach by scraping specific web databases comprising privacy-related newspaper
articles, cleaning the data, and separating it into target responses.
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Fig. 1. Flowchart diagram for the self-supervised proposal.

These responses needed questions: the corresponding ‘prompt’. GPT-3.5 was utilized
to generate the prompt for each given completion for fine-tuning the LLM without
expert intervention. The evaluation involved (1) a fully human-curated dataset, derived
from the web scraping step, and (2) a partially synthetic dataset, where prompts were
generated by GPT-3.5 and completion was taken from the scraped data.

Each dataset provided a basis for comparing the responses generated by the
fine-tuned model to the target output. The rest of the paper is organized as follows. In
Section 2, we present the working experiment of creating a Spanish-language chatbot
capable of addressing questions and concerns related to personal data protection, from
an non-annotated dataset.

We detail the experimentation’s execution, and then examine the efficacy of this
chatbot in Section 3. After demonstrating the potential for customized ML models to
assist knowledge workers in their professional endeavors, we conclude in Section 4 on
the use of the advancements in NLP without placing undue burden on human resources.

2 Materials and Methods

We propose to fine-tune a large language model to create an agent for lay people to
resolve their doubts about the requirements of personal data protection in Spanish
language and in Mexico. The focus of the experiment is on the dataset used for the
model fine tuning that underlies the chatbot. We exploit a pre-trained model to generate
sound training data. Following [7], we go one step further incorporating some synthetic
data in the training database to improve its performance, as shown in Figure 1.
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The database consists of non-annotated legal news articles from vLex, obtained
with webscrapping techniques. We assume that the authors of these news articles are
answering a specific question about personal data. What is missing is a formulation of
the question they answer. It is this question, the prompt, that we propose to generate
with a pre-trained language model.

We then reuse this synthetic data to fine-tune this same language model. Our
agent is a chatbot that generates through it’s interface text fragments on the specific
topic of personal data protection in Spanish. The experiment takes the form of a
proof-of-concept to validate the hypothesis.

2.1 ETL Process

Description of the Initial Dataset. The first task is to retrieve data related to privacy.
In order to work with real data and replicate the process used in a company wishing to
exploit its own data, we downloaded via a webscrapping process the data from the vLex
platform, searching for the exact term “Protección de datos personales” (Personal data
protection) and filtering by type of documents.

To carry out our experiment, we limited ourselves to press articles on the subject. As
the articles were classified by relevance, we used this classification for webscrapping
and retrieved the first 4091 results. To remove noise from the retrieved data, we
filtered the results using a binary classification with GPT-3.5, based on the title of the
article. The prompt used for the classification task was:

Olvida todas las instrucciones anteriores. Eres un

clasificador de noticias en materia de privacidad en México.

Basándose en el análisis del tı́tulo, tu tarea consiste en

responder ‘1’ si es probable que el artı́culo trate de la

protección de datos personales, y ‘0’ en caso contrario. El

tı́tulo es: ‘title’.

The English translation of the prompt is:

Forget all previous instructions. You are a news classifier

focused on privacy matters in Mexico. Based on the title

analysis, your task is to answer ‘1’ if it’s likely that the

article is about personal data protection, and ‘0’ otherwise.

The title is: ‘{title}’.

This allowed us to determine that the number of articles directly related to privacy
was 737. This simple step using a heuristic based on an existing language model allowed
us to keep only relevant data at minimal cost. It seemed reasonable to not webscrap
the whole vLex database, since we did not have a lot of relevant items after reaching a
certain point. We determined this point with a plot that shows a smoothed rate of change
in the number of privacy related articles.

When the smoothed rate of change approaches zero, it indicates that there is no
significant increase in the number of privacy-related documents anymore, as shown
in Figure 2. The articles were then separated into paragraphs, with each paragraph
representing a human-data sample.
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Fig. 2. Smooth rate of change in the privacy-related document. The cutoff index is
percentile-based so that the threshold is equal to 0.00003.

Each sample was normalized, removing the logical connectors at the beginning of the
paragraph to make it look like an answer to a question. As many irrelevant paragraphs as
possible were removed from the dataset, for example when they began with certain cues
that announced they were advertising paragraphs. We also utilized spaCy to eliminate
samples that began with a proper name, as this information was not pertinent to a
general chatbot focusing on personal data.

Most paragraphs of this nature lacked substance but instead provided details such as
the author’s identity and a summary of their professional background. To build a base
of Full Human data, we then identified the questions in our dataset, storing them as
‘prompt‘. The following paragraphs were stored as ‘completion‘. In order to determine
which paragraphs could be used as answers, we performed a Similarity-based heuristic
with BERT.

Due to the small number of questions identified in our dataset, we also assumed
that the shortest paragraphs were titles and we based our heuristic on the fact that
the first paragraphs following a title give a short answer to it. We therefore stored as
‘prompt‘ headlines of 15 words or and concatenated “What can you tell me about” with
the headline. We then repeated the Similarity-based heuristic with BERT to store the
following paragraphs as ‘completion‘.

From the 737 privacy related articles, the above method allowed us to get to 4177
human-data samples that constituted the completions to the synthetic prompts we would
further generate, and 545 tuples of Full Human-data prompts and completions, as shown
in Figure 3. Full Human dataset would further be used for testing purposes only. After
estimating the cost of fine-tuning an OpenAI davinci model, including the generation
of synthetic prompts, we moved on to generating the training set with synthetic data.
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4091 Articles

Filtered by GPT-3.5

737 Privacy Articles

ETL Process ETL Process

4177 Completions 545 Pairs of Prompts + Completions

Fig. 3. From webscraping to filtered dataset for synthetic data generation for fine-tuning and full
human validation set.

Prompt Generation for Synthetic Data and Final Dataset Summary On a sample
of 10 completions, we performed a grid search to determine the hyperparameters of the
davinci model of GPT-3.5 as shown in Table 1. As for the Partially synthetic training
and testing data, we designed a prompt to guide the language model in its response. It
goes as follows:

Eres experto en protección de datos personales en México.

Genera un prompt conciso y corto en idioma Español que podrı́a

ser el mejor candidato para ser contestado por el siguiente

texto en materia de protección de datos personales en México:

‘‘{row[‘‘completion’’]}’’

The English translation of the prompt is:

You are an expert in personal data protection in Mexico.

Generate a concise and short prompt in Spanish language that

could be the best candidate to be answered by the following

text on the subject of personal data protection in Mexico:

‘‘{row[‘‘completion’’]}’’

In other words, the Partially Synthetic dataset is composed of tuples
of synthetic-prompt and human-completion samples. Generating the prompts
corresponding to each of the completions resulted in a dataset of 4177 tuples of
synthetic-prompt and human-completion samples. This dataset was separated such that
16% constituted the Partially Synthetic test set for the fine tuning of the model, and the
remainder the Partially Synthetic training set. Some examples are given in Table 2.

As described above (see Figure 3), the Full Human test set to validate the
fine-tuned model is composed of 545 data points. This dataset is composed of
tuples of human-prompt and human-completion samples. Some examples are given
in Table 3. We represented the datasets summary in Table 4. An essential aspect of
our methodology is the validation of the generated data. While the synthetic prompts
are generated by a fine-tuned language model, their pairing with human-generated
completions ensures a level of quality and relevance.
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Table 1. Hyperparameter Grid search for Prompt Generation (Results in bold).

Temperature Top-P Frequency Penalty Presence Penalty
0.5 0.5 0.5 0.5
0.8 0.8 0.8 0.8
1.0 1.0 1.0 1.0

These pairs undergo a systematic filtering process, as outlined in Section 2.1, to
remove any outliers or irrelevant entries. Similarly, the Full Human dataset is derived
from vetted, privacy-related articles, adding another layer of quality control. No manual
corrections are applied to the data; instead, we rely on the rigor of our automated
processes and the fine-tuning and evaluation metrics to ensure data integrity.

We further used the synthetic-prompt from the Partially Synthetic test set and
human-prompt from the Full Human test set to further validate the fine-tuned
model, generating completion from those prompts and comparing it with the
human-completion of the Partially Synthetic test set and the Full Human test set.

Model Fine-Tuning. For the fine-tuning process, we exclusively utilized the
Partially Synthetic dataset. This contextual detail is pivotal for interpreting the
subsequent performance evaluation of the fine-tuned model.

We used Weight and Bias for monitoring and the OpenAI API to fine tune the davinci
GPT model. The hyperparameters chosen for this step were not subject to a grid search
because of the cost that this could represent. For the hyperparameters, we used a Batch
size of 64, which is the high limit of what is commonly practiced, a learning rate of
0.01 and 4 epochs, in order to avoid overfitting while preserving training costs.

Finally, since all tasks are equally important in the task of our language model, we
set a prompt loss weight of 1.0. The OpenAI API for fine-tuning allowed us to measure
the loss (for assessing if the model is learning and fitting the training data well and
performs well with unseen examples) and token accuracy (for assessing if the model
predicts the correct token) for both the training and validation sets.

It is worth noting that when fine-tuning the model, all layers are retrained, since
fine-tuning is a process that adjusts all the weights and biases in the model, across
all layers [4]. The purpose of fine-tuning is to adapt a pre-trained model, which was
originally trained on a large, diverse dataset, to perform well on a specific task or to
better match a narrower dataset.

2.2 Performance Evaluation

To evaluate the model performance, we use two validation sets of questions that the
model has not seen before. We compare the agent’s responses to the correct answers.
Two tests are performed. The first one, where both the prompt and the answer are natural
data (Human Set Validation, see Table 6). The other one, where the prompt is synthetic
data and the answer is natural data (Synthetic Set Validation, see Table 6). We then
proceed both to a quantitative and a qualitative assessment.

Quantitative Assessment. We are unable to calculate perplexity for the generated
texts, as this would require knowing the exact probabilities that the model assigns to
each word, which is not available with GPT-3.5.
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Table 2. Example of synthetic prompts and human completions from the Partially
Synthetic Dataset.

Prompt Completion

¿Cómo se puede prevenir el
trashing en México?

Este delito se conoce como trashing y consiste en que los
delincuentes obtienen información privada como estados
de cuenta, copias de identificaciones oficiales, recibos,
documentos, directorios e incluso contraseñas que el
usuario ha enviado a la basura o a la papelera de reciclaje
de su equipo. Existe tanto de manera fı́sica como digital.

¿Qué implicaciones tiene el
RFC para la protección de

datos personales en México?

La idea de que todos los mayores de 18 años en México
cuenten con su Registro Federal de Contribuyentes (RFC)
es mucho más que la simple búsqueda de un control fiscal
de las autoridades tributarias sobre los ciudadanos. Obligar
a todos a tener un RFC forma parte de los esfuerzos del
Gobierno federal de construir una matrix para la vigilancia
masiva e indiscriminada, en lı́nea con el registro digital de
ciudadanos que impulsa la Secretarı́a de Gobernación y de
la construcción de un padrón nacional de datos biométricos
de usuarios de telefonı́a móvil.

¿Qué medidas propone
Lorenzo Córdova para

garantizar la protección de
datos personales en México?

En tanto, Lorenzo Córdova se mostró en la disposición
de avanzar en este tema, siempre y cuando no se vulnere
el derecho a la protección de datos personales de los
ciudadanos, ası́ como que no se viole ninguna normativa
que rija a la Secretarı́a de Gobernación y al Instituto
Nacional Electoral.

¿Cuáles son las consecuencias
de la omisión cometida por

Banamex en materia de
protección de datos personales?

De acuerdo con el IFAI, Banamex contravino los
principios de consentimiento de calidad y responsabilidad;
mantuvo datos inexactos del titular y no hizo la
rectificación o cancelación de los mismos, no obstante que
resultaba legalmente procedente, por lo que se configuró
una omisión que hizo nugatorio el derecho ejercido por
el particular.

However, we need to assess the LLM’s responses. To this end, it is necessary to
determine if the output is correct. We do that using simple unique word overlap,
tokenizing both the target and the generated text into individual words and then
comparing these sets of words. We calculate similarity scores but do not establish a
threshold for determining if a generated text is correct or not.

In other words, True Positives (TP) are the words in the generated text that are also
in the target text, False Positives (FP) are the words in the generated text that are not
in the target text, and False Negatives (FN) are the words in the target text that are not
in the generated text. From there, we were able to compute set-based Precision, Recall
and F1 score, as well as ROUGE scores:

– Precision. is computed as in Equation 1:

Precision =
TP

TP+FP
. (1)
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Table 3. Example of human prompts and completions from the Full Human Dataset.

Prompt Completion

¿Qué información no comparte
WhatsApp con Facebook?

En la polı́tica de privacidad, WhatsApp asegura
que limita significativamente la información que
comparte con Facebook. WhatsApp señala que
no comparte: No mantiene registros de con quién
hablas o envı́as mensajes.

¿Qué me puedes decir sobre ‘Drones:
Opinion 01/2015 on Privacy and Data

Protection Issues relating to the
Utilisation of Drones’?

Los esfuerzos por garantizar el derecho a la
protección de datos personales tienen la finalidad
de otorgar a los usuarios de los medios digitales
mayor control sobre el uso de su información
en manos de organizaciones, sujetos obligados y
particulares. En la actualidad, la protección de
datos en nuestro paı́s cuenta con un marco jurı́dico
sólido para garantizar su ejercicio.

¿Cuál es el papel de los ciudadanos en
la protección de sus datos?

Deben estar conscientes de que su información
personal vale y que ante las nuevas tecnologı́as de
la información debemos tener mucho cuidado con
los datos que proporcionamos, con las medidas de
seguridad de nuestros dispositivos electrónicos. En
el uso de la redes sociales es fundamental revisar
las declaraciones y los avisos de privacidad.

¿Qué me puedes decir sobre ‘Aviso
de privacidad’?

El aviso de privacidad garantiza la salvaguarda
del derecho de autodeterminación informativa
reconocido en las normatividades de protección de
datos personales en México.

– Recall: Also known as Sensitivity, is computed as in Equation 2:

Recall =
TP

TP+FN
. (2)

– F1 score: As shown in Equation 3, is the weighted average of Precision and Recall.

F1 Score = 2× Precision × Recall
Precision + Recall

. (3)

– ROUGE score: (Recall-Oriented Understudy for Gisting Evaluation) is a set of
metrics[1] for evaluating automatic summarizing of texts as well as machine
translation. ROUGE-1 and ROUGE-2 are computed as in Equations 4, 5 and 6,
considering the overlap of 1-grams and 2-grams.

ROUGE accounts for the frequency of each word, meaning that duplicate words in
both the generated text and the target text are considered. This lead to different Precision
and Recall values compared to the aforementioned set-based approach, so it can give a
broader scope for evaluation:
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Table 4. Datasets used in the self-supervised learning experiment.

Dataset Train Test
Partially Synthetic 3480 697

Full Human 0 545

ROUGE-N Precision =
Number of overlapping N-grams

Total N-grams in the generated text
, (4)

ROUGE-N Recall =
Number of overlapping N-grams
Total N-grams in the target text

, (5)

ROUGE-N F1 Score = 2× ROUGE-N Precision × ROUGE-N Recall
ROUGE-N Precision + ROUGE-N Recall

, (6)

where N is the length of the n-gram (e.g., for ROUGE-1, N = 1 and the n-grams are
individual words; for ROUGE-2, N = 2 and the n-grams are two consecutive words,
etc.). On the other hand, ROUGE-L considers the Longest Common Subsequence
(LCS) between the generated and target texts as shown in Equations 7, 8 and 9. The
LCS is a sequence of words that appear in the same order in both texts, although not
necessarily consecutively:

ROUGE-L Precision =
Length of LCS

Total number of words in the generated text
, (7)

ROUGE-L Recall =
Length of LCS

Total number of words in the target text
, (8)

ROUGE-L F1 Score = 2× ROUGE-L Precision × ROUGE-L Recall
ROUGE-L Precision + ROUGE-L Recall

. (9)

We calculated ROUGE scores with the ‘rouge.get scores()‘ function from the ‘rouge‘
Python package. The function returns the F1 scores directly for ROUGE-1, ROUGE-2,
and ROUGE-L. However, this function calculates these metrics internally in a similar
manner to the formulas mentioned above.

These metrics collectively offer a multi-faceted view of how well the generated text
matches the target text, although they do not measure the correctness of the generated
text in a semantic or qualitative sense. We also computed BLEU and METEOR scores
(overlap between the generated summary and a reference summary) to further validate
the answers.

– BLEU: (Bilingual Evaluation Understudy) score [8] is a metric that has been
developed to evaluate machine translation systems. It compares the n-grams in the
generated output and the target, and gives scores between 0 and 1, where 1 is the
perfect score as in Equation 10:

BLEU = BP · exp

(
N∑

n=1

wn · log(pn)

)
, (10)
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Fig. 4. Chatbot interface showing some prompts and responses.

where:
pn is the precision for n-grams.=
wn is the weight for each n-gram with wn = 1/N .=
N is the maximum order of n-grams used.=
BP is the brevity penalty, calculated as:=

BP =


1 if c > r,

exp
(
1− r

c

)
if c ≤ r,

(11)

where c is the length of the candidate translation and r is the effective reference
corpus length.
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– METEOR: (Metric for Evaluation of Translation with Explicit ORdering) is a
metric[2] that has been developed to overcome some of the limitations of metrics
such as BLEU. It gives scores between 0 and 1, where 1 is the perfect score. The
overall METEOR score is then calculated as in Equation 12:

Score = (1− Penalty) · Fmean, (12)

where Penalty is calculated based on the number of chunks (c) and total number of
matched unigrams (m) as Penalty = 0.5 · (c/m)3, and Fmean is the harmonic mean
of Precision (P ) and Recall (R), with a parameter α set to 0.9 to weight recall more
heavily so that:

Fmean =
P ·R

α · P + (1− α) ·R
. (13)

Qualitative Assessment. To carry out a qualitative evaluation of the large language
model’s output, a human evaluator expert in data privacy rated the generated texts based
on a defined set of criteria designed to capture important aspects of text quality that
are relevant to the evaluation of text generation systems. We assigned weights to each
criterion based on their relative importance. The weights wn reflect the priorities and
preferences of the evaluation process.

The evaluation criteria includes: Relevance (w1 = 0.2), which assesses if the
generated text aligns with the topic of personal data protection; accuracy (w2 = 0.3),
which scrutinizes the correctness and up-to-date nature of the information in the
generated text; understandability (w3 = 0.15), which examines if the generated text
is easily comprehensible by the target audience; completeness (w4 = 0.2), which
measures if the generated text covers all the relevant aspects of the subject; objectivity
(w5 = 0.1), which checks for the impartiality and balanced presentation of information;
and structure and coherence (w6 = 0.05), which evaluates if the generated text is
logically consistent and well-structured.

For each criterion, we compute the average rating from the evaluators, ranging from
0 to 100. We denoted these average ratings as (r1), (r2), (r3), (r4), (r5), and (r6),
respectively. We then calculate the Qualitative Score across all evaluators for each
criterion, considering the weighted importance, as shown in Equation 14:

Qualitative Score =

6∑
i=1

wi · ri
6∑

i=1

wi

. (14)

The qualitative assessment was performed on 100 random samples: 50 from the
Human Set Validation and 50 from the Synthetic Set Validation.

2.3 Chatbot Implementation

The chatbot implementation makes use of the Flask web framework and the OpenAI’s
GPT models, leveraging the OpenAI API for conversational responses.
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Table 5. Fine Tuning Results.

Metric Value
Training Loss 0.469

Training Token Accuracy 0.682
Validation Loss 0.729

Validation Token Accuracy 0.676

Two routes are defined - ‘/’ and ‘/chat’. The first route displays the HTML front end
for the chatbot while the second route performs the chatbot processing.

@app.route(’/’)

def index():

return render template(’07 chatbot front.html’)

@app.route(’/chat’, methods=[’POST’])

def chat():

user message = request.json[’message’]

When the /chat route is accessed, it retrieves the user’s message from the JSON
payload of the POST request. This message is then used as a prompt to generate a
completion from the OpenAI model, with the following hyperparameters:

max tokens=200,

temperature=0.5,

top p=0.8,

frequency penalty=1.0,

presence penalty=0.5,

stop=[‘‘\n’’]

After receiving a completion, it is processed to remove leading and trailing white
space and replacing occurrences of “-¿” (markdown formatting used by our fine-tuned
model for answering). The processed completion is then returned to the user interface
as a JSON payload, and ploted in an HTML page as shown in Figure 4. The chatbot can
be viewed by running the Flask application and opening the specified URL in a web
browser, typically ‘localhost’ with the assigned port number ‘5000’.

3 Results and Discussion

In this section, we present the results of our experiment, which aimed to fine-tune
a large language model for answering personal data protection questions in Spanish
language and Mexico. We also discuss the implications of these results in terms of the
performance of the chatbot agent.

3.1 Results

The overall results for our fine-tuned model are presented in Table 5. The performance
of the chatbot agent was first evaluated using a set of validation questions not seen
during training.

111

Self-Supervised Learning with Legal-Related Corpus: Customizing a Language ...

Research in Computing Science 152(11), 2023ISSN 1870-4069



The agent’s responses were compared to the correct answers, and various evaluation
metrics were computed, including precision, recall, F1 score, BLEU score, ROUGE
scores and METEOR score. The results are summarized in Table 6. We then carried
out the manual human evaluation for qualitative scoring. The results are summarized in
Table 7. We also found that the length of generated texts was on average 323% greater
when human prompts were presented (178 words) to the fine-tuned model, than when
synthetically generated prompts were presented (42 words).

3.2 Discussion

Presenting these separate evaluations in Tables 6 and 7 between the Fill Human and
Partially Synthetic sets highlights how well the fine-tuned model performs in different
settings—responding to human-generated prompts and synthetic prompts.

We recognize that the Human and Synthetic sets are inherently different, and this
is explicitly by design. The Partially Synthetic set is created for the primary purpose
of fine-tuning, while the Full Human set serves as a more naturalistic ground truth for
performance validation. Therefore this comparison is not intended to show that one is
better than the other.

Instead, it offers a multi-faceted evaluation of the model’s capabilities. These
separate evaluations provide a comprehensive understanding of the model’s
performance. Based on the metrics presented in Table 5, the model appears to be
performing reasonably well, with relatively low training loss (0.469 and 0.729) and
moderate token accuracy (0.682 and 0.676) on both training and validation datasets.

However, it’s important to consider the specific requirements of personal data
protection contents generation. The results presented in Table 6 could be interpreted
as a relatively low performance of the chatbot agent in answering questions about
personal data protection, suggesting that there is considerable room for improvement
in the chatbot’s ability to accurately answer questions on this topic. The low ROUGE
scores, especially the ROUGE-2 score, also indicate that the generated answers do not
closely match the reference summaries.

This could be due to several factors, such as the quality of the training dataset or
the limitations of the fine-tuning process. Additionally, the synthetic data generation
process may have introduced noise or biases into the training data, which could have
negatively impacted the performance of the chatbot. However, it should be noted that
for creative or low constrained tasks, such as text generation, it’s difficult to assess the
quality of an output via a quantitative metric.

Precision, Recall, F1, ROUGE, BLEU and METEOR scores may work as general
indicators, but could not be very informative. In these cases, good output can vary
enormously, and output that doesn’t exactly match the target can still be considered
good quality. In addition, these scores are similarity measures based on the presence of
common unigrams, bigrams, etc., in the generated output and the target.

They do not capture the semantics or meaning of the output. For example, an output
that uses synonyms of words in the target might be semantically very similar to the
target, but would have a low ROUGE, BLEU or METEOR score. An important aspect of
our findings resides in the analysis of the textual output derived from human-generated
prompts and synthetic-generated prompts.
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Table 6. Performance evaluation metrics of completions for the fine-tuned model.

Metric Human Set Synthetic Set

Average BLEU score 0.0028 0.0236

Average Precision 0.1792 0.3425

Average Recall 0.2053 0.3425

Average F1 Score 0.1521 0.3350

Average ROUGE-1 F-score 0.1179 0.2045

Average ROUGE-2 F-score 0.0151 0.0421

Average ROUGE-L F-score 0.0949 0.1506

Average ROUGE-1 Precision 0.1597 0.2124

Average ROUGE-2 Precision 0.0220 0.0444

Average ROUGE-L Precision 0.1308 0.1570

Average ROUGE-1 Recall 0.1431 0.2124

Average ROUGE-2 Recall 0.0206 0.0449

Average ROUGE-L Recall 0.1167 0.1564

Average METEOR score 0.1028 0.1797

Our findings reveal a noteworthy trend: the model performs significantly better on
synthetic prompts compared to human-generated prompts across multiple evaluation
metrics. While it may be tempting to attribute this solely to the model being fine-tuned
on synthetic data, it is essential to recognize that these results offer valuable insights into
the general interplay between synthetic and human-generated data in natural language
processing tasks.

The superior performance with synthetic prompts illuminates possible advantages
in their structural and stylistic attributes that make them more conducive for machine
interpretation and response generation. This highlights a broader question about
the efficacy and limitations of machine learning models in simulating human-like
conversational abilities.

It also raises the issue of whether the model’s current configuration is sufficiently
robust to handle the nuances and complexities inherent in human language. These
insights serve to enrich the ongoing discourse on the balance between training data
types and model performance, and provide a compelling avenue for future research.

In terms of the qualitative assessment, as presented in Table 7, the generated outputs
from synthetic prompts were scored higher in all evaluation criteria, with the overall
Quality Score being 55.1 compared to 42.9 for responses generated from human
prompts. This suggests that the model performed better when dealing with prompts
generated synthetically, indicating a successful transfer of learning.

However, it was noted that the scores for completeness were lower for outputs
generated from synthetic prompts, maybe due to the human prompt structure. In
addition, the length of generated texts was much longer when human prompts were
used, suggesting that synthetic prompts likely lead to more concise responses.
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Table 7. Manual human evaluation of completions for qualitative scoring.

Relevance Accuracy Understandability Completeness Objectivity
Structure and

Coherence
Quality
Score

Generated from
human prompt

53.0 29.2 59.5 39.1 37.8 61.3 42.9

Generated from
synthetic prompt

75.8 44.8 86.3 32.0 51.0 52.9 55.7

Further work could investigate if this pattern holds for different domains or
languages. There exist several potential avenues for future research aimed at enhancing
the efficacy of the chatbot agent. One avenue involves the refinement of the synthetic
data generation procedure to produce prompts of superior quality for the training
dataset. Another approach entails the inclusion of supplementary sources of training
data, coupled with continued efforts to augment the quality and quantity of the training
data through the ETL process.

It is important to acknowledge that our study utilized a dataset of relatively
modest size, and thus, efforts should be made to enhance its size and diversity,
particularly considering that solely news articles were employed for a chatbot that had
a legal-related task. Moreover, the qualitative evaluation could be enriched by engaging
multiple experts, thereby facilitating a more comprehensive and unbiased assessment.
Lastly, further investigation into distinct fine-tuning strategies, hyperparameter
optimization, and model architectures has the potential to yield advancements in the
chatbot’s performance.

4 Conclusions

The chatbot agent demonstrated a limited ability to accurately answer questions about
personal data protection in the Spanish language and in Mexico. However, the proposed
method for fine-tuning a large language model, specifically for answering personal
data protection questions in Spanish, yielded encouraging results. It confirms that a
combination of real and synthetic data for fine-tuning can indeed lead to coherent
generation of domain-specific text.

In this work, we validated that automation of the annotation of a dataset for
fine-tuning is possible with minimal human intervention, primarily focused on design
and oversight tasks. It would be necessary to repeat the experiment with a more
substantial and diverse dataset, not just legal journalism data, and a larger number
of epochs. Our method provides a blueprint for the creation of a chatbot by using
fine-tuned language models with few human intervention.

We underlined the potential of these models in practical applications, such as a
data protection chatbot that can provide understandable and accurate information to
lay users. On a broader scale, this experimental approach highlights how machine
learning models can be adapted to specific tasks or domains with the help of fine-tuning
strategies, even when a substantial amount of specific task-related training data is not
available. It also provides insights for future research on the specifics of fine-tuning
these models, which will be increasingly relevant as applications of large language
models continue to expand.
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One limitation inherent to our methodology was the exclusive utilization of synthetic
prompts for fine-tuning the model. Future research endeavors could potentially employ
a balanced blend of Human and Synthetic prompts for fine-tuning to engender a model
with more robust generalizability across different data domains.

For future work, we will also consider improving the method by integrating a
more comprehensive dataset that includes more diversity in terms of topics, formats,
and writing styles. In particular, incorporating legal texts, regulatory guidelines, and
court case summaries related to personal data protection could enhance the model’s
understanding of this specific field.

As for evaluation, we could employ a more robust qualitative assessment, involving
a larger panel of domain experts, to better gauge the semantic quality and relevance
of the chatbot responses. Another important direction of research is the exploration of
causal AI techniques to improve the quality of the responses it generates. Causal AI is
an area of machine learning that builds models based on causal relationships rather than
mere correlations.

This approach could be particularly useful in legal contexts, such as personal data
protection, where understanding the cause-and-effect relationships between different
elements of the law is crucial. One potential avenue to explore is the use of causal
inference techniques to understand which elements of the training data have the most
significant impact on the chatbot’s performance.

By identifying these causal relationships, we could optimize the training process
and focus on the most influential data elements. Further, integrating counterfactual
reasoning within the chatbot may prove beneficial. Counterfactual reasoning is a
core component of causal AI, enabling the model to consider alternate scenarios and
outcomes, an ability particularly relevant in a legal context. For instance, understanding
how a different data protection regulation could affect a certain scenario could be
invaluable for users.
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Abstract. This paper proposes using Bayesian classifiers for predicting in
space and time COVID-19 related targets such as infections, hospitalizations,
intubations and deaths. In order to achieve this, Bayesian classifiers were
developed and applied across a spatial grid, with each cell representing a
municipality in Mexico. These models utilized open access epidemiological data
between 2020 and 2021 published by the Mexican government’s epidemiology
agency and sociodemographic data from the 2020 national census of Mexico.
Specifically, COVID-19 related targets are derived from epidemiological data and
predictive features used in the model are extracted from socio-demographic and
socio-economic data. Continuous variables from both datasets were discretized
and represented as a finite set of presence-absence variables. These Bayesian
models assign a “correlation” measure, known as score, to each variable with
respect to the COVID-19 target. This implies that, we are able to identify profiles
of the municipalities that are conductive to having COVID-19 related targets.
The models generate two types of outcomes: (1) Spatiotemporal predictions of
the abundance of COVID-19 targets are made using the Bayesian framework.
(2) Predictions of number of individuals belonging to a given COVID-19
target for each municipality in a defined validation period. The utility of this
framework is demonstrated by its strong performance in predicting the Mexican
municipalities with the highest number of individuals in the top 10% of the target
classes. Additionally, it provides reasonably accurate forecasts for the number of
individuals within the target classes in each municipality.

Keywords: Epidemiology, SARS-Cov-2, COVID-19, Bayesian classifiers,
Naive Bayes, complex adaptative systems, multifactoriality.

1 Introduction

The most recent pandemic was provoked by the SARS-Cov-2 virus. Since the first
cases in December 2019 until November 2022, according to World Health Organization
(WHO) [20], this disease has infected more than 634.5 million people and caused 6.5
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millions deaths worldwide. The prevention and control of pandemics are of utmost
importance from both the public health and scientific perspectives. Furthermore, the
pandemic has demonstrated itself to be a Complex Adaptive System (CAS) as its
evolution is contingent upon multiple factors which have changed and adapted over
time as has the pathogen itself. One of the most important disciplines with which to
study the pandemic is epidemiology “The systematic study of the distribution, causes
and determinants (factors) of epidemiological states, risks or health-related events in
specific populations, as in a geographical area, and its application to public health
problems” [5].

The determinants play a crucial role in addressing the most relevant questions
to understand about health phenomenon: when?, where?, why?, who?, what?, how?,
etc. Therefore, epidemiology is a research discipline with an important public health
component and a quantitative discipline encompassing descriptive and predictive
perspectives. According to [14] “epidemiological intelligence is defined as the
systematic compilation, analysis and communication of information aimed at detecting,
verifying, evaluating and investigating events and risks for the public health, with the
purpose of issuing an early alert”.

In this context, it becomes crucial for decision makers to generate models about
various aspects of the pandemic, interpreting the outcomes of these models in the
real-world lead to lead to actionable insights. According to official Mexican government
data, the COVID-19 pandemic has resulted in over 7 million infected people and more
than 300 thousand deaths as of November 2022 in Mexico [6]. This pandemic has
become the most extensively documented pandemic in world history, primarily owing
advances in data collection, processing and storage capabilities achieved in recent years.

In Mexico, the Ministry of Health implemented a surveillance system for
infections, which publishes daily the records obtained from a national network of
hospitals. This database includes demographic data, comorbidities, clinical conditions
and spatiotemporal attributes. Moreover, there are public datasets, such as the 2020
national census of Mexico, that can be included into the models as potential risk
factors, processing them as presence-absence variables, as we will see later. In this
work, Bayesian classifier models are generated to predict the number of individuals
belonging to COVID-19 related targets, such as infected people and deaths.

The Bayesian models are computationally inexpensive, transparent, readily
interpretable and have shown a good performance in a wide variety of problems
[18, 19, 17], those are the main reasons to apply them. Unlike traditional SIRS-type
epidemiological models, Bayesian classifier models enable the incorporation of a
large number of variables, thereby capturing the high degree of multifactoriality of
the pandemic.

2 Other Models

2.1 Differential Equations Models

In the 20th century, compartmental models were proposed for analyzing epidemics,
consisting of an initial value problem, which involves ordinary differential equations
(ODE) and initial conditions.
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Although they are mathematically elemental, they help to develop the intuition for
utilizing more sophisticated models. These SI(R)(S) models divide the population into
groups, where the number of people in each group is time dependent: S (t) is the
number of susceptibles, I (t) is the number of infected and R (t) is the number of
recovered. The equations contain some known parameters, such as the mortality rate µ,
the contact rate λ and the recovery rate γ.

Some models have considered the number of births and deaths in the population
by adding the term µN to the change in the susceptible group and subtracting a
proportional amount from each group. In 1927, Kermack y McKendrick purposed
the SIR model aimed at modelling specific epidemics, wherein individuals become
immunized upon recovery:

dS

dt
= −λIS + µN − µS , (1)

dI

dt
= λIS − γI − µI , (2)

dR

dt
= γI − µR, (3)

where S (0) = S0 > 0, I (0) = I0 > 0, R (0) = R0 > 0 and S (t)+I (t)+R (t) = N .
However, there are certain diseases, such as COVID-19, in which individuals do not
develop total immunity upon recovery. For such cases, we have the SIS model:

dS

dt
= −λIS + γI + µN − µS, (4)

dI

dt
= λIS − γI − µI , (5)

where S (0) = S0 > 0, I (0) = I0 > 0 and S (t) + I (t) = N . These types of
models have been extensively studied, as seen in [13]. In the context of the COVID-19,
numerous works have modeled the outbreak in different places, as evidenced in [2, 3,
4]. Furthermore, new versions of these models have been developed, by incorporating
additional epidemiological states and transition rates between different groups [1].

Some other works identified certain deficiencies in the SI(R)(S) models, as seen in,
[10]; in which, the authors utilized the SIR model to predict COVID-19 cases and deaths
in Isfahan province of Iran, and discovered significant disparities between the long-term
forecasts and the real cases and deaths.

Another common criticism of SI(R)(S) models is that they do not consider the
multifactorial nature of a complex phenomenon such as an epidemic. For instance, these
models do not incorporate factors beyond the simplified susceptible, infected etc. states,
such as social, cultural, demographic, economic, ecological, geographical and others.

2.2 Machine Learning Models

Thanks to developments in computing and data storage capabilities in recent
decades, applications of machine learning have proliferated across a variety of fields
and disciplines.
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There have been studies that utilized machine learning models to predict COVID-19
targets. The class of deep learning models learn patterns using neural networks
with multiple neuron layers. A research group from Georgia Institute of Technology
developed a deep learning model called DeepCOVID [12], aimed at making predictions
about COVID-19 for each state in USA.

This deep learning framework utilized many data sources like COVID-19
epidemiological, COVID-19 tests, digital thermometer readings, mobility, social
distancing measurements and viral load measurements. DeepCOVID was one of the
first purely data driven and deep learning model and its results were very good in
the short-term and trend performance. Another machine learning approach, utilized to
interpret the COVID-19 cases and deaths over time as time series for a given place, is
the attention mechanism models as applied to time series, weighting specific elements
in the processing stage, as seen in [8].

In addition to the machine learning and SI(R)(S) models, some studies have
presented hybrid models, combining the dynamics of compartmental models with
machine learning techniques. For instance, in [3], interpretable encoders were utilized
to incorporate covariates. Also in [16], a variation of SI(R)(S) is trained using weighted
least squares. The main criticism for the deep learning and some of the hybrid models
is their computational expense, which presents a challenge in generating real-time
predictions, as running these models requires, special hardware as GPUs as well as
their “black box” nature.

3 Bayesian Classifier Models

The general approach in this work is to employ a Bayesian framework, where the main
objective is to estimate the conditional probability P (C|X) for a given target class C,
conditioned on a vector of attributes X = (X1, X2, . . . , Xm). The general Bayesian
approach possesses several advantages, as exemplified by Bayes’ theorem :

P (C|X) =
P (X|C)P (C)

P (X)
. (6)

That relates the conditional probability P (C|X), also known in this context as the
posterior probability, with the likelihood function P (X|C), the evidence function
P (X) and the prior probability P (C). P (C|X) is referred as the posterior probability
because it can be interpreted as a probability after the inclusion of the data associated
with X, providing a better estimation than the prior probability P (C). Naturally,
Bayes’ theorem incorporates the phenomenon of adaptation, as the posterior probability
can be re-calculated when new information X′ become available, according to:

P (C|X′,X) =
P (X′|X, C)P (C|X)

P (X′|X)
. (7)

Which determines how the previous posterior probability as a new prior is
updated. Another advantage of employing the Bayesian approach is that it provides
a natural framework for analyzing causality [11].
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3.1 Naive Bayes

Given the impossibility in directly approximating P (C|X) or P (X|C) in a frequentist
sense it is necessary to find a method for estimating them. One well-known, tested and
simple approximation is the called Naive Bayes method. It assumes that the variables
X = (X1, X2, . . . , Xm) are independent, thus:

P (X|C) =

m∏
i=1

P (Xi|C) , (8)

P
(
X|C

)
=

m∏
i=1

P
(
Xi|C

)
, (9)

where C the set complement of C i. Combining the equations (6) and (8) and the
following approximation for the evidence function:

P (X) =

m∏
i=1

P (Xi|C)P (C) +

m∏
i=1

P
(
Xi|C

)
P
(
C
)
. (10)

Then,

P (C|X) =

m∏
i=1

P (Xi|C)P (C)

m∏
i=1

P (Xi|C)P (C) +

m∏
i=1

P
(
Xi|C

)
P
(
C
) . (11)

At this point, the score function S (C,X) is introduced, which is a monotone
function of P (C|X) and can be interpreted as the odds ratio of C and its
complement C:

S (C,X) = ln

(
P (C|X)

P
(
C|X

)) = ln

(
P (C)

P
(
C
))+

m∑
i=1

ln

(
P (Xi|C)

P
(
Xi|C

)) = s0 +
m∑
i=1

si (X) . (12)

Defining s0 := ln
(
P (C)/P

(
C
))

and si (X) := ln
(
P (Xi|C)/P

(
Xi|C

))
for

1 ≤ i ≤ m. The function S (C,X) can be interpreted as a classifier, indicating that a
record with profile X belongs to the target class C if S (C,X) > 0 and it belongs to
the class C if S (C,X) < 0.

3.2 Generalized Naive Bayes

The Naive Bayes method is based on a strong assumption: the likelihood function can
be completely decomposed, as shown in (8). Despite this supposition the Naive Bayes
method has proven to be robust and surprisingly accurate, as demonstrated in [18].
However, this method can be generalized by employing an alternative factorization to
(8), for considering correlations among the variables X = (X1, X2, . . . , Xm). Let ξ be
a partition of X, that is, ξ = {ξ1, ..., ξk} where each ξj is a subset of X and they satisfy
that {X1, .., Xm} = ∪k

j=1ξj and ξi ∩ ξj ̸= ∅ for i ̸= j.
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Particularly, defining ξj = {Xj} for 1 ≤ j ≤ m, ξ = {ξ1, ..., ξm} represents the
Naive Bayes approximation. Given a partition ξ the likelihood function factorization
(8) can be generalized as:

P (X|C) =

k∏
i=1

P (ξi|C) , ξi ∈ ξ. (13)

Which, in general, differs from the Naive Bayes factorization. Analogous to (11)
utilizing (13) instead of (8):

P (C|X) =

k∏
i=1

P (ξi|C)P (C)

kξ∏
i=1

P (ξi|C)P (C) +

kη∏
i=1

P
(
ηi|C

)
P
(
C
) , (14)

where η =
{
η1, ..., ηkη

}
is a partition different from ξ. Finally the score functions is

generalized as:

S (C,X) = ln

(
P (C)

P
(
C
))+

kξ∑
i=1

ln (P (ξi|C))−
kη∑
i=1

ln
(
P
(
ηi|C

))
, (15)

= s0 +

kξ∑
i=1

SC (ξi)−
kη∑
i=1

SC (ηi) , (16)

where SC (ξi) := ln (P (ξi|C)) and SC (ηi) := ln
(
P
(
ηi|C

))
. Selecting η = ξ in (14):

S (C,X) = ln

(
P (C)

P
(
C
))+

k∑
i=1

ln

(
P (ξi|C)

P
(
ξi|C

)). (17)

This is a natural generalization of the Naive Bayes classifier.

4 Spatial Cells Ensemble

To calculate the score contributions we must have a statistical ensemble with which
counts of NC , NXi

and NCXi
can be made. We will consider two types of ensemble,

starting with an ensemble of spatial cells - in the present case municipalities. Let
R be a region in the two-dimensional plane, such as the surface delimited by
Mexico in the map.

Suppose that M = {ci}Ni=1 is a partition of R, that is, a set of subregions where
ci ∩ cj = ∅ for any i ̸= j and the union of these subregions is equal to R. M is defined
as a mesh and the elements ci are the cells. The set of municipalities in Mexico is a
mesh for the region delimited by Mexico.
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Then, a function Xj : M → {0, 1} is called a presence-absence variable, we will
say that Xj occurs in the cell ci, if it satisfies that Xj (ci) = 1. For a given mesh M
and a set of presence-absence variables X = {X1, ..., Xm}, a target class is a subset C
of M. In this context, the Naive Bayes approximation (12) can be rewritten as:

S (C,X) = ln

(
NC

N −NC

)
+

m∑
i=1

ln

(
NCXi/NC

(NXi
−NCXi

) / (N −NC)

)
. (18)

Because P (C) = NC/N , P (C) = (N −NC) /N , P (Xi|C) = NCXi
/NC and

P
(
Xi|C

)
= (NXi −NCXi) / (N −NC), where NC represents the number of cells

belonging to the target class C and NCXi indicates the number of cells where both C
and Xi co-occur. Clearly, if NC = 0 or NCXi

= 0 the score S (C,X) is undefined, to
avoid this possibility a standard Laplace term is applied [9]:

S (C,X) = ln

(
NC

N −NC

)
+

m∑
i=1

ln

(
(NCXi + α)/(NC + 2α)

(NXi −NCXi + α) / (N −NC + 2α)

)
. (19)

There are several target classes related with COVID-19 that can be predicted utilizing
the ensemble of cells. For example, the top 10% of cells with the highest number of
COVID-19 cases during a training period. The Naive Bayes model assigns the score sj
to the variable Xj , and by using the expression (19) it is possible to calculate the score
for each cell.

The score of each cell can be interpreted as a measure of correlation with the target
class, cells with higher scores are more likely to belong to the target class. In the
previous example, the cells with the higher scores during training period, are the more
likely for belonging to the top 10% with the highest number of cases of COVID-19 in
the subsequent period.

In order to capture the changes over time, three periods with the same length are
considered: (1) the first period t − 1, (2) the training period t and (3) the validation
period t + 1. For a given target class C, such as top 10% of cells with highest number
of deaths, two special types of target classes Ĉ are defined as:

– Improvement: Cells that belong to C during t− 1 and do not belong to C during t.

– Deterioration: Cells that do not belong to C during t− 1 and belong to C during t.

By utilizing the target class Ĉ and presence-absence variables during the training
period in the Naive Bayes method, it is possible to determine the improvement or
deterioration of the target class for the validation period by identifying the cells with
the highest scores.

5 Population Ensemble

In the population ensemble the fundamental element is not the cell, but the “person”. Let
Ni represents the population of the cell ci ∈ M. If M is the set of municipalities in
Mexico, the Ni is the population of the municipality ci. In this context, the target classes
are defined based on the individuals, such as infected or death by COVID-19.
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Table 1. Presence-absence variables derived from variable Female population.

Variable Bin Range

Female population 1 43.2%: 49.3%

Female population 2 49.3%: 50.0%

Female population 3 50.0%: 50.5%

Female population 4 50.5%: 50.9%

Female population 5 50.9%: 51.2%

Female population 6 51.2%: 51.5%

Female population 7 51.5%: 51.8%

Female population 8 51.8%: 52.2%

Female population 9 52.2%: 52.9%

Female population 10 52.9%: 60.0%

In this case, the population ensemble size coincides with the total population
N =

∑
Ni and the presence-absence variables are based on the combined populations

of the cells. The population ensemble enable us to predict the number of individuals in
the target class by assigning a score to each individual using the expression (19), where
NC represents the number of people belonging to the target class C and NCXi indicates
the number of people belonging to C and possessing the attribute Xi.

The higher the score of an individual, the more likely it is the individual belongs to
the target class. Although for reasons of privacy it is not possible to create models which
have socio-demographic and socio-economic variables documented for each individual
over the whole population of Mexico, there are documented and publicly available
variables defined over the set of municipalities of Mexico. In order to extend the use
of the cells-defined (municipalities-defined) variables Xj to the entire population, we
define the function X̂j such that X̂j = 1 for individuals that are part of the population
of any cell ci that satisfies Xj (ci) = 1.

For simplicity, the variables X̂j will be just denoted by Xi. Using variables defined
over the cells to make predictions, we assign the same score for a given variable to
every individual within the same cell, as each individual within a given cell inherits
the attributes of that cell. In order to determine the probability for each individual
population ensemble, the score calculated for individuals is considered. Ranking the
population based on their individual score and dividing into equally sized d sub-lists
Ik, the probability for each sub-list is calculated as follows:

pIk =
number of individuals belonging to the target class C within Ik

number of individuals within Ik
. (20)

Just like in the cells ensemble the score depends on the period. Let’s consider the
scores and probabilities for each cell during the first and training period as

(
St−1
i , pt−1

i

)
and (St

i , p
t
i), the probability for each individual in the cell ci computed in two ways:
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Table 2. Predictions for the municipalities with the highest scores resulting from the model
targeting deaths by COVID-19 in the population between 30 and 39. The first, training and
validation periods are November 2020, December 2020 and January 2021, respectively.

State Municipality Ni #Ct
i St

i pred. #Ct+1
i #Ct+1

i

Ciudad de México Gustavo A. Madero 171225 21 55.483 52.26 36

Ciudad de México Iztapalapa 281800 31 52.954 84.65 57

Ciudad de México Tlalpan 107280 13 51.268 40.54 14

Ciudad de México Iztacalco 61842 14 50.906 33.56 15

México Cuautitlán Izcalli 84377 8 50.848 39.24 17

– Additive prediction: Let f be a regression model for the data (St
i , p

t
i), then define

∆pti := f
(
St
i − St−1

i

)
. The probability for each cell ci in the validation period is

given by pt+1
i := pti +∆pti.

– Multiplicative prediction: pt+1
i :=

#Ct
i

#Ct−1
i

pti.

Here, #Ct
i represents the number of the individuals in the target class within the cell

ci during the period t. For both types of predictions #Ct+1
i = pt+1

i Ni.

6 Model Validation

6.1 Spatial Validation

Given a training period t and a cells ensemble, the ensemble is randomly divided into
two subsets: the training and the validation sets. The Bayesian model is trained using
the training set, computing a score sj for the presence-absence variables Xj during
the training period. The score for each cell in the validation set is calculated using the
variable scores sj .

It is possible that certain cells may not have any calculated score variables associated
with them, such cells are called nulls. The spatial validation aims to measure the
model’s ability to identify the validation cells in the target class. This purpose is
analyzed using the recall defined as, TP /(TP+FN) in each sub-list Ik, where TP
is the number of true positives in the sub-list Ik, FN is the number of false negatives
and the sub-lists are equally sized defined by ranking the validation cells by score.

6.2 Temporal Validation

Let t and t + 1 be training and validation periods, respectively. The objective of
the temporal validation in the cells ensemble is to measure the performance of the
predictions over time. Similar to the spatial validation, the recall is analyzed for each
sub-list Ik obtained by ranking the entire mesh by score and comparing it with the real
data in the validation period. In this type of validation, the TP are cells in the target class
during the validation period and belonging to Ik and the FN are the false negatives.
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Fig. 1. Scatter plot showing the predicted values Ct+1
i versus the observed values of Ct+1

i for the
predictions of the model in Table 2. The R2 value is 0.8611.

Fig. 2. Recall curve for the predictions of the model configuration in Table 2.

7 Data Processing

The data necessary to train the Bayesian models includes the target classes C for the
specified periods, presence-absence variables Xj and the mesh M over the region
R. This work focuses on Mexico as the region between the years 2020 and 2021 and
the set of municipalities in Mexico as the mesh.
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Fig. 3. Scatter plot of the prediction Ct+1
i versus the observed value of Ct+1

i for the predictions
in Table 3, with an R2 value of 0.9393.

Fig. 4. Recall curve for the predictions of the model configuration in Table 3.

The presence-absence variables are derived from the processed variables of the 2020
national census of Mexico, while the target classes pertain to the epidemiological
states of infection and death caused by COVID-19. The epidemiological states are
obtained from the open COVID-19 database of the epidemiology agency of the Mexican
government. This database is generated by the COVID-19 surveillance system, which
publishes daily records reported by the hospital network in the country.
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Table 3. Predictions for the municipalities with the highest scores resulting from the model
targeting infections by COVID-19 in the population aged 60 years and older. The first, training
and validation periods are November 2020, December 2020 and January 2021, respectively.

State Municipality Ni #Ct
i St

i pred. #Ct+1
i #Ct+1

i

Ciudad de México Álvaro Obregón 122319 2526 83.976 3630.63 2957

Ciudad de México Gustavo A. Madero 203469 2488 83.107 5365.26 3416

Ciudad de México Tlalpan 108894 1724 81.535 2557.30 2218

Ciudad de México Venustiano Carranza 78964 1135 79.815 1998.50 1153

Ciudad de México Coyoacán 126592 1416 79.397 3199.82 1615

In addition to capturing whether an individual is infected or not, it includes
demographic profiles, comorbidity data, other clinical conditions, and spatial-temporal
information at the daily and municipal level. For a given training period and target class,
the open COVID-19 database provides the municipality information for each record
that belongs to the target class. The open database where this data was obtained can
be found at [15]. The presence-absence variables are derived from the 2020 national
census database of the Mexican government [7].

The census database contains 180 variables with population and housing
characteristics for different geographical levels. In particular, this study utilizes data
at the municipal level. All census variables are integer-valued variables defined over the
mesh of municipalities, and they are processed to generate presence-absence variables.
First of all, as the variables are defined across the set of municipalities, and given
the substantial diversity among municipalities, the variable values were normalized by
dividing them by the population of each municipality.

Let X be a variable and d an integer value greater than 0. It is possible to obtain
d presence-absence variables from the variable X as follows. Since the variable X is
defined over M, the rank is finite. Therefore, by sorting the rank, it is possible to divide
it into d equally sized sub-ranks (rj−1, rj ]. Each sub-rank defines a presence-absence
variable Xj as follows: for every ci ∈ M, Xj (ci) = 1 if rj−1 < Xj (ci) ≤ rj .

This data processing transforms every variable into d presence-absence
variables. Thus, fixing d = 10, 1800 presence-absence variables can be derived from
census database. For example, the variable Female population is one of the 180 census
variables defined across the set of municipalities, its the minimum value is 40 and the
maximum is 953,783. For this specific variable, using the process described above, were
derived 10 presence-absence variables presented in the Table 1.

8 Results

Several models have been generated for different configurations. In the population
ensemble, the target classes considered were infection or death by COVID-19 for
different age groups: 60 years and older, 50-59 years, 40-49 years, 30-39 years, and
18-29 years. Furthermore, each model had consecutive first, training and validation
periods, each lasting 30 days. The target classes were defined based on two criteria: the
COVID-19-related target and the age group.
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For example, one target class included individuals aged 60 years and older who were
infected by COVID-19, while another class included people aged 18 to 29 years who
died from COVID-19. The variables utilized for the model training were derived from
the 2020 national census database, as mentioned in the previous section, and all models
had the same static presence-absence variables. The people ensemble models predicted
the number of people in the target class for each municipality during validation period.
Below, we present partial outcomes of two model configurations.

The first configuration, was considered people between 30 and 39 years old who
died by COVID-19 as target class, using December 2020 as training period, the Table
2 displays the predicted and actual numbers of people in the target class (pred. #Ct+1

i

and #Ct+1
i respectively) during the validation period for the municipalities in Mexico

with the highest scores calculated in the model. Similarly, Table 3 shows the predicted
and actual #Ct+1

i for the second example, where the target class consists of people
aged 60 years and older who were infected by COVID-19, also using December 2020
as the training period.

The Figures 1 and 3 depict scatter plots generated using the predicted #Ct+1
i

and the actual #Ct+1
i values for both model configurations. In both examples, the

coefficient of determination R2 is a high (near to 0.9), indicating that the 2020 census
presence-absence variables effectively explain the number of people in the target classes
using this methodology, and the predictions are reasonably accurate.

This framework assigns a score to each municipality as expressed by equation (19).
Figures 2 and 4 demonstrate that this score is effective in predicting the municipalities
that will belong to the top 10% with the highest number of individuals within the target
class during the validation period, referred to as Ct+1

10 for brevity. To achieve this, the
entire list of municipalities is divided into 10 equally-sized sub-lists: I10, I9, ..., I1,
where I10 represents the top 10% of municipalities with the highest scores, and I1
represents the bottom 10% with the lowest scores.

Figures 2 and 4 show that more than 50% of municipalities in Ct+1
10 are included in

I10. Those municipalities within Ct+1
10 and do not included in I10, distributed across the

remaining sub-lists Ik with k ̸= 10, the Figures 2 and 4 display the growth percentage
of municipalities in Ct+1

10 and Ik with respect to Ik+1. In particular, in the second model
configuration, as shown in Figure 4, it can be observed that 67% of the municipalities in
Ct+1

10 falls within I10 and all municipalities in Ct+1
10 are accounted for in I10, I9, ..., I4.

9 Conclusions and Discussion

While some of the developed models have incorporated variables from various domains
(demographic, hospital infrastructure, mobility, social contact measures, etc.), they
have been limited in quantity. Considering the complexity of the COVID-19 pandemic,
which depends on numerous factors, it is important to include as many variables from
relevant domains as possible to accurately model the reality.

Unlike the SI(R)(S) models, the Bayesian approach allows for the consideration
of variables other than just the time series of infected and deceased individuals in
making predictions.
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In general, the reviewed literature agrees that the generated predictions are intended
to support public health decision-makers in formulating more informed policies.
However, very few models provide a measure of the factors most correlated with the
target class of COVID-19 (infected, hospitalized, deceased, etc.), which would provide
more specific guidance on the necessary actions to be taken.

In contrast to certain models, such as neural networks, which demand specialized
hardware like Graphics Processing Units (GPUs) for real-time predictions due to
intensive calculations during training, our proposed approach does not necessitate
specific hardware and boasts reasonable training times.

The model has high practical utility for public health decision-makers, as indicated
by its high R2 value. This suggests that its predictions can provide valuable insights
into what can be expected for the upcoming period. Ranking municipalities based on
their scores offers a valuable means of identifying the municipalities that are likely to
belong to the top 10% with the highest population within the target class during the
validation period.
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Abstract. Medical care is one of the issues that afflict the public health Mexican
institutes’ right holders on a daily basis, due to lack of personnel or waiting for
care for long periods of time, so this paper seeks to support the government
agency with the use of data and new technologies for better decision-making,
through the use of machine learning and cloud computing technologies. For
this reason, we have used linear regression models for our prediction tasks and
compared their predictive power, in order for the institution to make a first
approach and see the advantage of using new technologies and make more
intensive use of them. Our results show that it is necessary to contemplate a
greater number of data for more precise predictions, but it is something that the
institution is not contemplated in the short time.

Keywords: Linear regression, medical services, helth institute, poor attention.

1 Introduction

Health system in Mexico suffers from limit capacity, lack of health professionals,
lack of supplies and medicines, as well as some poorly implemented policies, which
make trying to be attended a bad experience and in many cases discouraging due to
these deficiencies.

Since the Mexican Government has different institutions that provide health services
to the population, it is necessary to select one to start with, so the case study will
focus on the Instituto de Seguridad y Servicios Sociales de los Trabajadores del Estado
(ISSSTE), which is a parastatal entity of the Mexican Government that provides health
and social security services to State workers and their families; providing services to
13.5 million beneficiaries in the country, which represents approximately 9% of the
total population entitled to them in Mexico.

Public health institutes in Mexico have an important area of opportunity to make use
of the large amounts of data that are generated every day in the different hospitals
and services (from prescription refills, inventory management, hospital admissions
and discharges, absenteeism, hiring, dismissals and retirements of medical and
administrative personnel, etc.) in order to make better decisions and implement policies
that lead to an improvement in the care and services provided to the population [4, 5].
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Table 1. Datasets used in the experiment.

Description Type

Federal Entity string

Medical Unit Code string

Name of the Medical Unit string

Type of Medical Unit string

Level of Care string

Service/Specialty string

Number of Consultations integer

Service string

Type of Consultation string

The above through the use of technologies such as artificial intelligence and cloud
computing services [1, 8], allowing to predict and anticipate the demand for these
services to improve the care provided to beneficiaries, seek the correct allocation and
recruitment of medical staff and implement measures and policies to mitigate the social
discontent caused by poor or no care and have gained relevance in recent years.

Therefore, the interest and objective, as the first scope of this work, is to focus on
the prediction of the demand for services and patient care, because it has become a
controversial issue in the health institutions of the Mexican Government, especially
in those that have to do with care specialties or involving specialized and complex
procedures, with the need for the use of devices and high medical technology and
the participation of a multidisciplinary team in some cases. This work aims to apply
machine learning models for predicting the number of services required in the medical
units of ISSSTE.

The aforementioned is sought to be achieved through the use of information obtained
from the year 2022 from the institute, the use of machine learning models and an
architecture based on cloud computing, which will allow us, at some point, to replicate
it to other health institutions. The rest of the paper is as follows. Section 2 describes
the dataset. Section 3 presents the proposal of the work. Section 4 includes the
experimental design and Section 5 shows the results and discussion. Finally, Section 6
concludes the work.

2 Description of the Dataset

The dataset contains [3] information of number of consult for service an medical unit,
as shown in Table 1 and Table 2. We have 35 federal entities (includes subdivisions by
region for Mexico City), 10 types of medical units, 112 medical units and 3 levels of
care. It is very important that we study the distribution of the response variable, since,
at the end of the day, this is what we are interested in predicting. Its distribution is
visualized in Fig. 1, and we will apply a logarithmic and square root transformation to
see its distribution from different perspectives.
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Table 2. Catalog of types of medical units.

ID Description Level Number of
Medical Units

CMCT Medical Office in the Workplace 1 47

CAF Family Care Office 1 391

UMF Family Medicine Unit 1 402

CMF Family Medicine Clinic 1 91

CMFEQ
Family Medicine Clinic with Specialty and
Operating Room

1,2 16

CE Specialty Clinic 1,2 6

CEQ Specialty Clinic with Operating Room 2 5

CH Hospital Clinic 2 72

HG General Hospital 2 26

HR/HAE
Regional Hospital / High Specialty
Hospital

2,3 14

CMN National Medical Center 3 1

Table 3. Datasets statistics for variable “Consultas”.
Variable count mean Std min 25% 50% 75% max

Consultations 9408.00 1598.31 4719.47 1.00 182.00 551.00 1364.00 96506.00

With the above and with the support of Python we can evaluate which distribution
fits our data, because some of the machine learning models need a specific distribution
and in our case chi-square is the one that best fits our data. In Table 3, we show the
statistical data for our numerical predictor variable. We generated a chart to show the
distribution of the number of medical consultations by “Federal Entity”, as depicted in
Fig. 2. In the Table 4 we show the statistical data for our categorical variables.

3 Description of the Proposal

We adopt the general workflow of machine learning for tackling the problem, as
summarized in Fig. 3. The details are described below.

Dataset Selection. As a first step, only the values were taken from the information
provided by ISSSTE.

Cleaning and Adjustment. Subsequently, the headings were constructed as
follows: We noticed that each specialty has 4 columns: First Time, Subsequent,
Visit, Total. When we had this situation where what we needed was to distinguish
each column in each specialty, a concatenation was made between that column
and the specialty. For example, the column “First Time” appears in both
Allergology and Anesthesiology, so they were as follows: Allergology First Time and
Anesthesiology First Time.
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Fig. 1. Distributions.

Once this process was completed, a filter was implemented to eliminate the totals that
were presented between the same information by Delegation. In this way, we obtained
an optimal dataset to work with and begin to perform exploratory analysis.

Normalization Process. It is a method in which the values in a numeric column
change so that the data set has a common scale, without distorting the differences in
the ranges of values or losing information, and this may be a necessary activity for
use in certain algorithms. For our data normalization we will use StandardScaler, a
class that standardizes the data by removing the mean and scaling the data so that its
variance is equal to 1.

Null Values. To handle null values we will use Sklearn’s SimpleImputer function,
which allows us to substitute null values for other values according to various
strategies available in it.

Categorical Variables. For our work and to code our variables we will use
OneHotScaler, whose strategy is based on creating a binary column (with values 0 or
1) for each single categorical value and places a 1 in the corresponding column where
a value is present, leaving the rest of the columns with value 0.
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Fig. 2. Number of medical consultations.

Table 4. Datasets statistics for categorical variables.

Variable Count Unique Top Freq

Federal Entity 9408.00 35 Veracruz 21600.00

Key 9408.00 1071.00 001-204-00 270.00

Name 94080.00 1021.00 Tuxpan 1080.00

Type 9408.00 11.00 UMF 108540.00

Level 9408.00 3.00 1st 251370.00

Service 9408.00 90.00 Continuous.Admission.Adults 3213.00

Type of Consultation 9408.00 3.00 First.time 96390.00

Solution Arquitecture. As you can see in Fig. 4, the architecture includes
components in the Microsoft Azure cloud, with the idea of a much more agile
deployment, easy to scale and start with small scopes. Given that the information with
which the predictions will be generated is non-sensitive, it is possible to take advantage
of having an architecture in the cloud with security.

Models. We select four well-known machine learning models for the study:

– Multiple linear regression [6]: allows us to generate a linear model in which
the value of our dependent variable (also known as response (Y)) and which is
determined from a set of variables, known as independent or predictors (X1, X2,
X3...). This is a variation or extension of simple linear regression.

In our case we will use it to predict the value of the dependent variable, but it is
not the only thing that can be done with this model as it can allow us to see how the
response variable is influenced by the independent variables.
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Fig. 3. General flow of our machine learning process.

The multiple linear model has the following equation (1):

Yi = (β0 + β1 X1i + β2 X2i + · · ·+ βn Xni) + ei. (1)

– Lasso regression [6]: (Least Absolute Shrinkage and Selection Operator) is a linear
model that penalizes the coefficient vector by adding its L1 norm to the cost function:

Minimize θ :
N∑
i=1

[yi − f(xi, θ)]
2 + λ

M∑
j=1

|θj |. (2)

This model has the characteristic of generating “sparse coefficients”: which are
vectors of coefficients in which most of them take the value zero. So the model
considers ignoring some of the predictive features, which can be considered a type
of automatic feature selection.

The model by performing feature exclusion seeks to generate a model that is
simpler to interpret and exposes the most important features of our data set. If there is
a correlation gap between the predictive features, the Lasso model will tend to choose
one of them at random.

– Ridge regression [2]: Also known as contracted regression or Tikhonov
regularization, aims to regularize the resulting model and imposes penalties on the
size of the coefficients of the linear relationship between the predicted characteristics
and the target variable. The coefficients that are calculated in the model seek to
minimize the sum of the squares of the residuals by penalizing them by adding the
square of the L2 norm of the vector formed by the coefficients:

Minimize θ :
N∑
i=1

[yi − f(xi, θ)]
2 + λ

M∑
j=1

θ2j . (3)
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Fig. 4. Solution architecture.

In the formula of the model we have that λ is a parameter that controls the degree
of penalization: the higher the value of λ , the lower the coefficients will be resulting
more robust to collinearity.

– Support Vector Regression (SVR) [7]: this model is born from a variant of the
Support Vector Machine (SVM) analysis model which is to perform classification
tasks, however, the SVR model makes some minor changes in its definition.

For its use in regression cases, a tolerance margin (ϵ) is established near the vector
and its purpose is to try to minimize the error, taking into account that part of that
error is tolerated.

Equation for Linear SVR:

y =

N∑
i=1

(αi − α∗
i )(xi, x) + b. (4)

Equation for Non-linear SVR:

y =

N∑
i=1

(αi − α∗
i )(φ(xi), φ(x)) + b, (5)

y =

N∑
i=1

(αi − α∗
i )K(xi, x) + b. (6)

For hyper-parameter optimization we use grid search which performs an exhaustive
search by evaluating all parameter combinations.
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Table 5. Results of evaluation metrics.

ID
Model Model Model SVR

Linnear Regression Regression Lasso Regression Ridge SVR

MSE 3.620 e+42 3693492.38 3563258.70 3907206.78

MAE 59.67 e+48 798.64 819.77 1976.66

R2 -9.53 e+37 0.02895 0.06319 -0.02723

This strategy has the disadvantage of requiring high consumption of computational
resources when the number of data becomes too large, as well as the evaluation of
regions that may be of little interest before evaluating more combinations, it uses
cross-validation techniques for its operation.

4 Experimentation

For this work it was decided to use cross-validation, which consists of randomly
dividing the observations obtained into k groups of equal size. One of the k groups
is used as the validation set, while the remaining k − 1 groups are used to train the
model. The mean squared error (MSE) is calculated on the k− 1 groups excluded from
the model, this validation process is repeated k times because each group is used as a
validator. So in the end we obtain k estimates of the mean squared error and calculate
the overall estimate by averaging the k values of our linear regression using (7):

CVk =
1

k

k∑
i=1

MSEi . (7)

For our experiments we use 80% of the data for training and 20% for validation of
our models. As evaluation metrics, we consider the following ones (8)-(10):

Mean Absolute Error (MAE):

MAE =

n∑
i=1

| yi − xi |

n
. (8)

Mean Squared Error (MSE):

MSE =
1

n

n∑
i=1

(Yi − Ŷi)
2. (9)

R Squared Value (R2):

R2 =
SSR

SST
= 1− SSR

SST
= 1−

n∑
i

(yi − ŷi)
2

n∑
i

(yi − ȳi)
2

. (10)
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Fig. 5. Scatter plots and residual plots of the models used.

5 Results and Discussion

As part of our results we reviewed the coefficient of determination, also known as
R2 (R-squared), as a metric used to assess the quality of our regression models. This
provides us with a measure of how well the model predictions fit the actual values
of the target variable. The comparison of our models with respect to the value of the
coefficient of determination ranges from 0 to 1, as shown below in Table 5.

As we can see our Lasso regression and Ridge regression models are close to 0 in our
R2 evaluation and indicate that the model is not able to explain the variability in the data
and that the predictions are similar to simply using the mean value of the target variable.
This suggests that the model is not adequate to represent the relationship between the
predictor variables and the target variable.

In the case of SVR the R2 value is negative, so our model performs very poorly in
making predictions. Our model behaves in extremely poor ways and the errors are large
compared to the variability of the data. Analyzing the Mean Squared Error (MSE) used
to assess the quality of a regression model. Consider that the MSE is a measure of the
variance or dispersion of the errors of our model and for our model the lowest MSE
we have in the Ridge regression model is the one with the best fit to the data, since the
errors are smaller and closer to zero.

On the other hand, the SVR and linear regression models have a higher MSE
indicating that the models have a worse fit, this because the errors are larger and farther
from zero. Finally we analyze the MAE which, as mentioned, is calculated by taking
the absolute difference between the values predicted by the model and the actual values,
and then calculating the average of these differences.

When interpreting the MAE for each of our models, we must take into consideration
that this value is representing the average magnitude of the model errors under the
same scale as our original data (number of queries) and as a difference from the MSE,
the MAE does not square the errors, which allows us to keep the metric unaffected by
outliers or large errors.
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In our models, the Lasso Regression and Ridge model values have the lowest MAE
metrics and indicate that the models have a better fit to the data, since the errors are
smaller on average, while the linear regression and SVR model have high values that
indicate that our models have a worse fit, due to the fact that the errors are larger on
average. Lastly, Fig. 5 shows the scatter and residual plots of the models. We notice that
the SVR model for the part of the residuals is behaving with homoscedasticity, while
the rest of the models are showing heteroscedasticity.

6 Conclusions

This work aimed to study the performance of four machine learning models for
predicting the number of services required in the medical units of ISSSTE. We adopted
the general workflow of machine learning to approach our goal. By performing the
evaluation of our models using the metrics proposed in our project (MAE,R2, MSE),
we have concluded that the results obtained by these currently have discrepancies to
perform the prediction of some of the data and the metrics indicates a very low value in
their prediction process. Given the above, it is necessary to:

– Evaluate and increase the number of data to improve the developed models as a first
action, to subsequently evaluate the use of more features, provided that these do not
introduce noise or that they are not significant and may affect their performance.

– To evaluate in a more exhaustive way the hyper-parameters that each of the models
use and that were carried out in the development of the present project.

– Evaluate the use of other models, currently the machine learning area has a wide
range of models (some with improvements of the base versions) that can support a
better evaluation of data prediction and support better decision making.

When experimenting using grid search techniques for optimal hyper-parameters that
maximize the performance of our models, we found that it can be a time-consuming
and costly process in terms of computational processing, so as a continuation of this
project, additional hyper-parameter search methods (e.g., Bayesian sampling) should
be evaluated.
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Abstract. In a society that seeks to be inclusive, communication between the
deaf and hearing communities should be a priority, even so, knowledge of
sign language between speakers is scarce, so the development of tools that
simplify this communication is essential. It is important the development of
software applications that allow the translation of Sign Language into a spoken
language or in reverse. Most of the approaches display a sign for each word,
the result is a signed sentence that significantly differs from the real signed
language. Sign languages have their own grammar structure, which led us to
analyze them with their own language components, which should be considered
in Machine Translation. This paper describes studies that consider the syntactical
component in machine sign language translation. We use a common procedure
in the description of works in this field, including documents classified into two
categories: Rule-based and Corpus-based. The works based on corpus are divided
into Statistics and Hybrid Machine Translation, and Neural Machine Translation.
It is important to use new technologies such as deep learning and neural networks
in sign language translation systems. In addition to considering the different
levels of linguistic analysis in translation.

Keywords: Automatic translation, sign language, syntactic translation.

1 Introduction

Deaf individuals use sign languages as their primary means of communication in
daily life. There are more than 200 different sign languages in the world [15].
Communication with hearing individuals encounter barriers, primarily due to limited
knowledge about sign languages among the hearing community. The study of sign
languages has demonstrated that they are complex linguistic systems that allow people
to communicate using their hands and vision to establish communication. A translation
process is required to convert the spoken language of the hearing person into sign
language for the deaf person, and vice versa (sign language to speech conversion).
Automatic translation has emerged as a solution to overcome this language barrier
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by automating the translation process. There are different approaches to address the
issue of automatic translation between different sign languages and spoken languages,
such as translating sign language to spoken language and vice versa, representing
sign languages in written form using videos or avatars, and translation based on
rules, statistics, and Machine Learning techniques, which have become widespread in
recent years. However, in this document, we will focus only on research works that
deal with automatic translation considering linguistic aspects rather than translating
word-for-word.

1.1 Motivation

There are many factors that motivate this work, however we must recognize the need to
develop computational tools that facilitate communication between the hearing and the
silent community. Given the above, the need to disseminate existing work is essential
to encourage researchers to develop new technologies and analyzes in this field. There
are many isolated works regarding the field of automatic translation for sign language,
however, there are also many approaches from which it has been addressed; this work
seeks to compile these approaches. Finally, the review of these works seeks to document
the final transition of the word-for-word translation carried out for years.

2 Fundamentals of Automatic Sign Language Translation

In this section we will address different concepts associated with the automatic
processing of Sign Language.

2.1 Sign Language

Sign Language is a naturally occurring language that developed as results of the need
to communicate among the Deaf communities. Sign language is a language that occurs
in the visual-gestural modality, this means that it relies mostly on the use of hands,
face, and upper torso. Like many other languages, Sign Language has undergone many
transformations throughout its history; this essays traces and details the history or the
development of sign language [36].

2.2 Machine Translation

Machine translation (MT) involves to translate a text from one language to another
without human intervention. Instead of simply translating the text literally, modern
machine translation aims to communicate the complete meaning of the original text in
the target language. To achieve this, it analyzes all elements of the text and recognizes
how words relate to each other. There are different approaches to machine translation
that could be grouped into: Rule-based Machine Translation and Corpus-based
Machine Translation. The rule-based machine translation could be direct-based (word
by word), interlingua-based (independent interlingua representation), or transfer-based
(dependent interlingua representation).
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On the other side, corpus-based machine translation includes statistical,
example-based, hybrid, and neural. Some authors [22] consider Neural Machine
Translation as a third main type of machine learning; because of the data needed for
training we consider it as a class inside corpus-base machine translation.

Rule-based Machine Translation. This type of translation requires language
specialists to develop linguistic rules and dictionaries for specific topics or domains.
Rule-based machine translation utilizes these resources to accurately translate
specialized content. The process consists of the following steps: first the machine
translation software analyzes the input text and creates an intermediate representation;
second, using the grammatical rules and dictionaries as references, the software
converts the intermediate representation into the target language.

Corpus-based Machine Translation. Corpus-based approach n (also referred as
data driven machine translation) automatically extracts the knowledge by analysing
translation examples from a parallel corpus built by human experts. The corpus-based
approach is classified into the following sub-approaches:

– Statistical Machine Translation. Unlike rule-based translation, this type of
translation uses Machine Learning (ML) techniques to translate texts. ML algorithms
examine large amounts of previous human translations in search of statistical
patterns. Then, when faced with a new source text, the software makes an intelligent
guess on how to translate it. This is achieved by making predictions based on the
statistical probability of a specific word or phrase appearing next to another word or
phrase in the target language.

– Hybrid Machine Translation. Hybrid machine translation tools employ multiple
machine translation models within a single software system. The hybrid approach
is utilized to enhance the performance of a single translation model. This method
typically integrates rule-based and statistical machine translation subsystems. The
ultimate translation output is a combination of the outputs from all subsystems [3].

– Neural Machine Translation. Neural machine translation harnesses the power
of artificial intelligence to acquire language knowledge and enhance it iteratively
through a specific machine learning technique known as neural networks. It
frequently collaborates with statistical translation methods to achieve its objectives.

2.3 Machine Translation for Sign Language

According to Yin [33] the translation of Sign Languages comprises at least the
following tasks: detection, identification, segmentation, recognition, translation, and
production. The most advanced studies on Sign Language Translation include the
detection task that refers to identifying which sign language is being used. However, we
must consider that most of the work carried out in this sense is carried out in isolation
for specific Sign Languages. Sign-by-sign translation marked the first steps of automatic
sign language translation. The most common was to assign a previously marked label
to each sign. This label, which we call a gloss, is a specific transcription of each sign
in sign language. The gloss is a notation mechanism to facilitate the representation of
signs for study.
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2.4 Analysis of Linguistic Levels

Linguistics, as a field of study, encompasses five main branches: phonology,
morphology, syntax, semantics, and pragmatics. These branches represent distinct areas
of language analysis, each focusing on specific aspects of communication.

– Phonology refers to the study of the sounds of a language. Every language has a
set of sounds and logical rules for combining those sounds to create words. The
phonology of a language refers to sounds and the processes used to combine them in
spoken language.

– Morphology is the study of the internal structure of the words of a language
including suffixes, prefixes, or infixes to create new words. The morphology of a
language refers to the word-building rules speakers use to create words.

– Syntactic is the study of sentence structure. Any language has its own rules for
combining words to create sentences. The syntactic analysis describes the rules that
speakers use to put words together to create meaningful phrases and sentences.

– Semantics is the study of meaning in language. Linguists attempt to identify how
the speakers of a language discern the meanings of words in their language and the
logical rules speakers apply to determine the meaning of phrases, sentences, and
paragraphs. The meaning of a word can depend on the context in which it is used.

– Pragmatics is the study of the social use of language. A linguistic analysis of
pragmatics can describe the social aspects of the language sample being analyzed.

3 Methodology

The paper focuses on automatic translation at the syntactic level of sign languages.
Discarding from the literature those that remain in the morphological component, since
it refers to a word-for-word translation ignoring the syntactic structure of the languages.
It should be noted that no automatic translation works in sign language were found
considering the semantic and pragmatic components since the approach described in
Section 5.1.

The phonological component is discarded because it is related to the execution of
the sign, that is, the gloss; At this level, the signs typically captured from the video
are recognized; at the other end of the translation, the gloss allows the generation or
reproduction of the sign through avatars or images. It is important to denote the deep
work in this area. There is a recent increase in research in this regard, including mainly
neural networks.

Researchers use traditional Neural Networks like feed-forward back propagation
network [34], but also new approaches like CNN for the sign recognition like [8] with
two CNN, [1] uses CNN and LSTM, and others [31, 27] use RNN like LSTM and
GRU. For the sign generation Advesrsalial Neural Networks [51] and GAN [54, 35]
have emerged.
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Table 1. Corpora comparison.

Corpus Name /
Work Title No. Sentences No. Words Languages

Involved

RWTH-PHOENIX -
Weather

1980 in DGS, 1489
in German

911 in DGS, 1489
in German

German Sign
Language German

ISLTranslate 31k 11k
Indian Sign

Language-English

ASLG-PC12
Over one hundred

millions of
pairs sentences

-
American Sign

Language-English

Multimedia Corpora
of Mexican

Sign Language
(MSL) with

Syntactic Function

-
1505 words in

Spanish related to
1019 videos of signs

Spanish-Mexican
Sign Language

Translating Speech
to Indian

Sign Language
Using Natural

Language Processing

A video DB created
by the authors. The
DB contains 1000+

videos and
open-source
ISL videos

-
Indian Sign

Language - English

Linguistic
Restrictions in

Automatic
Translation from
Written Spanish

to Mexican
Sign Language

-

206 signs with
synonyms and

1790 signs from
Manos con voz
Mexican Sign

Language dictionary

Spanish-Mexican
Sign Language.

KArSL -
502 signs that cover
11 chapters of ArSL

Arabic Sign
Language

LSE-Sign -

2,400 individual
signs taken

from standardized
LSE dictionary

Spanish Sign
Language

ISL-CSLTR
100 spoken

language sentences
1036 word

level images
Indian Sign

language - Indian

ASL-LEX - nearly 1000 signs
American Sign

Language

4 Sign Language Datasets

The creation of a spoken language to sign language translator faces significant
challenges in obtaining sample translation examples. Limited interpreter availability,
scarcity of sign language studies, and substantial grammatical differences between
spoken and sign languages contribute to this difficulty.
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Moreover, the lack of standardization poses a challenge, as different sign languages
may have distinct grammatical rules. Another challenge arises from segmenting
sentences in sign language, which requires expert sign language proficiency to
accurately identify the start and end of signs. This often necessitates manual frame
segmentation in datasets, particularly in videos with sign language interpreters,
requiring the assistance of a sign language expert. The demanding nature of this task,
along with the need for numerous examples, makes dataset collection labor-intensive
and costly. The Table 1 shows a description of some of the corpora used for translating
spoken language to sign language.

5 Natural Language Processing in Automatic Sign
Language Translation

Natural Language Processing (NLP) is a discipline that studies language issues in
human-to-human and human-to-machine communication [5]. It studies Automatic
Translation, also known as Machine Translation, at the different language levels or
components wich are describe in the next section. We focus this study on Syntactic
and Semantic levels for Automatic Sign Language Translation.

5.1 Language Components and Translation in Sign Language

Language components are phonology, morphology, syntax, semantics, and pragmatics.
We identify those components in sign language. We focus on Mexican Sign Language
(MSL) for the examples.

Phonologic Component. Sign languages have no phonemes but we can do
an analogy for the phonological component. Oral languages consist of a series
of successive sound elements, while visual signs have a series of simultaneous
constituents. It has [48]:

– Queiremas: Involves hands and finger positions, this is the one that most
people identify.

– Toponemas: The 25 body zones where the sign is done. For example, the sign of pain
usually points to the body part that hurts:

– Kinemas: 18 different movements and the number of times those are done. For
example, the sign of person involves one movement from top to bottom but if the
sign is plural (persons) the movement is done three times.

– Kineprosemas: 6 directions of the sign. For example, the sign of help has a different
movement depending on who gives and who receives the help.

– Queirotropemas: There are 9 different palm orientations.

– Prosoponema: Involves facial expressions.

According to the tasks of the translation of Sign Languages proposed by [33], this
phonological component has to be identified when doing a translation from signs to oral
language; also, it is obtained for the production of the sign when doing a translation
from oral to sign language.
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Table 2. Classification of works by the type of automatic translation.

Type of Machine Translation References

Rule-base Machine Translation.

[17, 58, 60, 49, 11]

[4, 30, 46, 2, 45]

[13, 12, 44, 37, 25]

[29, 19, 26, 56]

Corpus-based: Statistical and Hybrid Machine Translation. [59, 39, 53, 50]

Corpus-based: Neural Machine Translation. [55, 8, 32, 54, 6]

Morphologic Component. A sign is the union of a concept and an acoustic image.
A morphological analysis gives a direct translation where each word is represented by
a sign, or each sign is represented by a word. Translation at this level gives signed
sentences, that do not consider the syntactic structure of both languages and is the most
common in literature [1, 24, 57].

Nevertheless, it has some challenges for translation. Oral languages usually have
much more words than signs in sign languages; then, words are represented by
several signs. Two main cases are compound signs and lexical-visual paraphrases. The
first one joins two or more signs to express a concept, for example, the word weekend
uses the signs saturday+sunday. The second one describes the concept by several signs,
for example, the word burrow is represented by the signs: hole+exactly+home+rabbit.

Syntactic Component. Translation at the morphological level gives signed
sentences. That is a word-to-word translation or direct translation. Those word
sequences need to be arranged considering the grammatical order of each language.

Semantic Component. Spoken languages have a temporal dimension, they are
linear, but in gestural sign languages, the expression is based on two coordinates: space
and time, where the spatial dimension is dominant. In addition to the phonemes or
minimal signifying units; there are kinetic formative parameters that are the articulatory
elements that make up the gestural sign with distinctive value. For example, raising
eyebrows to denote causality.

There are other deictic elements as a point of reference with elements such as “this”,
“there”, or “now”. Moreover, the dominance of the spatial dimension allows the signer
to “place” people or things in space and then use them by modifying the direction of
the signs (kineprosema). For example, if the phrase is: “The antenna sends a signal to
the cell phone”, the signer first makes the “antenna” sign and “places it spatially” to the
right at the top, secondly he makes the “cell phone” sign ” and places it to his left, then
he does the sign of “signal” and moves it from right to left joining the first two invisible
elements that were placed.

Something similar happens when stories are told, the signer places the interlocutors
and turns his back so that he takes the role of one or the other to demonstrate the
orientation of the communication between the interlocutors. Reaching this level of
translation between two spoken languages is difficult; and even more so when we have
sign languages.
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5.2 Machine Translation at the Syntactic Level in Sign Language

Machine translation is the use of the computer to realize automatic translation
between different languages, from a source language to the target language. It includes
data mining and cleansing, word segmentation, part-of-speech tagging, and syntactic
analysis [20]. There are two main types of machine translation: rule-based machine
translation and corpus-based machine translation (see Section 2.2).

Table 2 shows the studies analyzed in this review. The following sections uses this
classification to describe those works. Sign Language Translation requires finding a
mapping between a spoken and signed language, that takes into account both their
language models, which correspond to the syntactic level.

There are several successful machine translation systems implementing NLP but
sign language machine translation has not been widely explored. 28 papers were
analyzed that consider the syntactic component of language. Most of the works focus on
American Sign Language, also the works using German Sign Language have increased
because of the publication of a corpus [8].

Followed by Spanish, Arabic, Spanish and Mexican Sign Language. Other sign
languages included in this review are: Swiss German Sign Language, British Sign
Language, Pakistan Sign Language, Indian Sign Language, Taiwan Sign Language,
Thai Sign Language, Vietnamese Sign Language, Chinese Vietnamese, Ukrainian Sign
Language, Portuguese Vietnamese and Italian Sign Language.

Rule-Based: Interlingua and Transfer-Based Machine Translation. The
rule-based machine translation includes direct-based, interlingua-based, and
transfer-based. Once we focus on the syntactic level, we do not consider the
direct-based translation for this study. As it has been said, the problem is not simply
mapping text to gestures word-by-word. Most of the rule-based studies focused on
rigorous analysis of the grammar of the sign language to define the translation rules,
because usually sign languages do not have a formal definition on their countries.

A previous stage of rule-base translation is pre-processing, which allows to prepare
the text before the translation stage using tokenization, lemma extraction, and tagging,
among others. Some works tokenize the text into words [4, 2], n-grams [44], or
sentences [11]. The syntactic analyzer [49, 4, 46, 44] identify the syntactic components
of a sentence, such as subject and object. Sign languages, typically, do not consider
some syntactic components like prepositions, conjunctions and others so they have to
be eliminated as a pre-stage [37, 45] or at the moment of translation [4, 30].

For rule-based translation, some authors just reorder the syntactic components [11,
46, 2, 19], most of the authors did a deep search or analysis of the Sing Language, and
obtain a sequence of rules to transform the text into gloss, mainly grammar conversion
rules [49, 4, 45, 13, 37, 25, 26, 56]. Other works create an intermediate representation
[58, 12, 17], the intermediate representation could include ontology like the semantic
ontology of [30] or syntactic trees like [60] with their Synchronous Tree Adjoining
Grammar (STAG), and [44, 29] using syntactic trees.

Corpus-Based: Statistical and Hybrid Machine Translation. The corpus-based
machine translation could be classified as statistical, example-based, hybrid, or neural.
Corpus-based mainly use data sets; Because of the lack of data sets on sign languages,
there are fewer studies.
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The next section deals with Neural Machine Translation, while in this section we
cover the other classes. Wu et al. [59] transform the sentences to possible phrases
structure trees from two sets of probabilistic context-free grammars with their own
rules. Another work that generates its own grammatical corpus is [39], they build an
artificial corpus using grammatical dependencies rules, which is used as input of a
statistical machine translation.

Stein, D., Bungeroth, J., and Ney, H. [53] uses phrase-based statistical machine
learning on a new corpus of weather reports enhanced by pre and post-processing steps
based on the morpho-syntactical analysis of German. Hybrid Machine Translation is
uses by [50], they combine statistical translation with an example-based strategy and a
rule-based translation method.

Corpus-Based: Neural Machine Translation. Neural machine translation (NMT)
is a newly emerging approach to machine translation [23, 28]. The models proposed
recently for NMT often belong to a family of encoder-decoders and consist of an
encoder that encodes a source sentence into a fixed-length vector from which a decoder
generates a translation.

ATLASLang [6], an automatic translation system from Arabic text to Arabic
Sign Language (ArSL), uses a backpropagation neural network and focuses on
translating simple sentences made up of a limited number of words. A database of
signs and morphological characteristics was used to improve the translation. A novel
transformer-based architecture is proposed in [9], which jointly learns Continuous Sign
Language Recognition and Translation in an end-to-end manner.

By using a Connectionist Temporal Classification (CTC) loss, the recognition
and translation problems are combined into a unified architecture, without requiring
ground-truth timing information. The approach achieves significant performance gains
and outperforms previous translation models on the PHOENIX14T dataset. From the
same teamwork, other proposals have been developed.

In [55, 54] they use Neural Machine Translation and Image Generation techniques
within three key stages: Text-to-Gloss Neural Machine Translation (NMT) Network,
Gloss-to-Motion Lookup Table, and Pose-Conditioned Sign Generation Network. The
first one considers the syntactic component; it employs an RNN-based machine
translation method using an encoder-decoder architecture with Luong attention for
translating spoken language sentences to sign glosses.

6 Challenges and Future Directions

The scarcity of data in sign language translation poses significant challenges due to the
vast diversity of sign languages, their lack of standardization, and the limited attention
given to deaf individuals. Acquiring extensive datasets is costly and time-consuming,
prompting the exploration of alternative approaches that can work effectively with
reduced datasets. To address the limitations of Deep Learning models with limited
training data, Few-Shot Learning emerges as an approach to learn underlying patterns
with just a few training samples. This offers a less expensive solution compared to
training large-scale Deep Learning models, which require substantial computational
resources and time [41].
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Long Language Models (LLMs), such as the LLM GPT-3.5, have demonstrated
remarkable capabilities in Natural Language Processing (NLP) tasks, including
translation. Scaling up LLMs has shown to greatly enhance task-agnostic, few-shot
performance, sometimes outperforming prior state-of-the-art fine-tuning methods
[7]. Utilizing the OpenAI API, the LLM GPT-3.5 can be employed and fine-tuned
with specific datasets [38], even for tasks like translating from spoken language to
sign language gloss. This approach eliminates the need for excessively large datasets,
making it a viable option for effective translation.

7 Conclusion

Text to Sign Language Translation has been a widely researched area among various
communities worldwide working for the betterment of deaf societies. After reviewing
more than 100 articles we have selected 33 published studies. The papers were classified
according to different types of machine translation systems, sign language generation
methods, and evaluation metrics used. The approach of the present work considerably
reduces the articles included since only those that developed a translation that included
artificial intelligence techniques and that considered an integral translation at the
syntactic level not with signed languages were considered.
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Deepsign: Sign language detection and recognition using deep learning. Electronics, vol.
11, no. 11, pp. 1780 (2022) doi: 10.3390/electronics11111780

28. Luong, T., Sutskever, I., Le, Q., Vinyals, O., Zaremba, W.: Addressing the rare word
problem in neural machine translation. In: Proceedings of the 53rd Annual Meeting of the
Association for Computational Linguistics and the 7th International Joint Conference on
Natural Language Processing, vol. 1, pp. 11–19 (2014)

29. Luqman, H., Mahmoud, S. A.: Automatic translation of arabic text-to-arabic sign language.
Universal Access in the Information Society, vol. 18, no. 4, pp. 939–951 (2018) doi: 10.1007/
s10209-018-0622-8

30. Mazzei, A., Lesmo, L., Battaglino, C., Vendrame, M., Bucciarelli, M.: Deep natural language
processing for italian sign language translation. In: Congress of the Italian Association for
Artificial Intelligence. AI*IA 2013: Advances in Artificial Intelligence, pp. 193–204 (2013)
doi: 10.1007/978-3-319-03524-6 17
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Abstract. Dementia is a medical condition encompassing a broad spectrum of
cognitive impairments, including a progressive decline in cognitive, motor, and
memory skills. Although numerous types of dementia have been identified to
date, Alzheimer’s disease is still the most extensively studied due to its high
prevalence and impact on individuals and society. The Alzheimer’s Disease
Neuroimaging Initiative (ADNI)is a collaborative research effort dedicated to
studying Alzheimer’s Disease neuropathology. ADNI has collected clinical data
through different study phases, such as laboratory analysis, biomarkers, genetic
information, brain imaging, volumetric information, cognitive tests, and other
clinical measurements. This information allowed to conform a database that
has contributed to the development of multiple scientific studies and clinical
trials, including those that have implemented machine learning and deep learning
algorithms to classify cognitive impairment stages and the severity of dementia
symptoms. Stacked ensemble methods are an interesting alternative that fuses
the strengths of several classification base models. This approach has provided
flexible frameworks for combining multiple models, leveraging their strengths,
and thus making more accurate classifications and predictions. This paper reports
a stacking ensemble of classic machine-learning models to classify Alzheimer’s
disease, normal cognition, and mild cognitive impairment. The stacked ensemble
comprises three Gradient Boosting Machine, two Extreme Gradient Boosting
models, and two Distributed Random Forests that reached an overall accuracy
of 86.9% in the classification process.

Keywords: Cognitive impairment, dementia, stacked ensemble.

1 Introduction

Dementia, as a clinical term, encapsulates a broad spectrum of cognitive impairments
where an individual progressively deviates from their normative behavioural patterns to
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the extent that they can no longer accomplish tasks routinely expected from a person in
their respective age group [11]. This neurodegenerative disease manifests itself most
commonly as memory loss but can also come as motor function reduction, spatial
awareness decline, and general disorientation and confusion. As per recent studies, it
is estimated that around 50 million individuals globally are affected by dementia, a
number that showcases the threat of this global health concern [17].

The rising prevalence of dementia worldwide is predicted to escalate further in
the future, attributed primarily to the consistent increase in the average lifespan and
the consequent growth of the elderly population [12]. Numerous types of dementia
have been identified to date, each representing unique facets of neurodegenerative
pathologies. These include Vascular dementia, Lewy body dementia, Parkinson’s
disease, and Alzheimer’s disease (AD), each with distinct symptomatology and
progression patterns [10].

AD, the most prevalent neurodegenerative pathology, accounts for approximately 70
percent of all dementia occurrences. The alarming rate of its incidence, which is said
to double every 5 to 10 years, implies that people in age brackets of 65-69, 70-74,
75-79, 80-84 are at a continually increasing risk, with likelihoods of 0.6%, 1.0%, 2.0%,
3.3%, and 8.4%, respectively [5]. It is pertinent to mention that AD often does not
begin with severe symptoms. In many cases, the early stages manifest as Mild Cognitive
Impairment (MCI), a condition considered a transitional stage between the expected
cognitive decline of normal aging and the more serious decline of dementia.

Individuals with MCI often experience noticeable cognitive changes to the people
around them and to themselves, but not severe enough to interfere with their daily life or
independent function to a concerning point. Despite not all people with MCI developing
AD, a significant proportion do, with studies suggesting that MCI patients progress
to AD at a rate of approximately 10-15% per year. Therefore, the importance of the
MCI denomination lies in its strong correlation with the progression to AD, making
its early detection and study crucial for understanding, preventing, and treating this
neurodegenerative condition [14].

Several risk factors contributing to Alzheimer’s have been identified in scientific
literature, including a family history of dementia, a history of head trauma, certain
genetic factors, the presence of two X chromosomes, lower education levels, and
vascular disease. These factors, in turn, have led to the identification of several
biomarkers that have shown to produce accurate classification results when incorporated
into machine learning and deep learning algorithms [5].

These algorithms have been trained on clinical and imaging data to produce an
acceptable model capable of classifying AD stages or forecasting the progression from
MCI to AD. In the relevant literature, several examples of this can be found. For
instance, the work of Beltrán [2] used the ADNI database to predict the transition
from MCI to AD. To do so, several machine learning models were implemented,
with Random Forests (RF) and Gradient Boosting Machines (GBM) being the most
successful of them, achieving an AUC of 0.77 in the forecasting task. Similarly,
Dimitriadis [8] also used the ADNI database to create a new and unique four-class
AD-based problem. By integrating morphological MRI-based features such as cortical
thickness, subcortical volumes, and hippocampal subfields within a Random Forest
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framework, the study achieved a 61.9% classification performance in distinguishing
between four groups: Healthy Control, MCI, converted MCI, and AD. Doyle [9]
forecasted the development of AD using multivariate ordinal regression to model
the ordered brain deterioration from normal aging (CTL) to MCI to AD. Wang [16]
developed a hybrid machine learning system that combines multiple convolutional
neural networks and a linear support vector classifier. According to clinical evidence,
convolutional neural networks were used to automatically extract image features from
brain segments related to cognitive decline.

The linear support vector classifier then used the extracted image features and
non-image information to make the final predictions. Recently, stacked ensembles have
been successfully implemented in medical diagnostics and a variety of other fields.
Stacked ensemble methods have improved the predictive performance of a model by
combining the strengths of several base models and feeding their predictions into a
higher-level, secondary model (meta-learner) to produce the final prediction.

The primary purpose of this technique is to blend the capabilities of numerous
diverse models to mitigate individual model weaknesses, improve generalization, and
enhance the overall predictive accuracy [13]. For example, stacked ensemble models
have been utilized for neuropathologies to predict AD onset [1] by combining different
machine learning algorithms.

In this project, a novel methodology for classifying Alzheimer’s disease, normal
cognition, and mild cognitive impairment was proposed using a stacking ensemble
of classic machine learning models. This paper is structured as follows: Section 2
Methodology describes the database and the clinical data considered in the study,
the processing and feature selection of the data. The stacked ensemble model is also
reported in this section. Section 3 reports the performance and accuracy of the stacked
ensemble. Finally, the conclusions are outlined in the last section of the document.

2 Methodology

The data analysis and model training for this study were carried out on a
virtual computer with the following specifications: the operating system was a
Linux distribution, the virtual machine architecture was x86 64, the full platform
description was Linux-5.15.107+-x86 64-with-glibc2.31, the processor was an x86 64,
the total CPU count was 2, and the system was equipped with a total memory of
approximately 12.68 GB. Figure 1 depicts the general pipeline of the proposed stacking
ensemble algorithm.

2.1 Database

In this project, multiple datasets from the ADNI database [15] were considered.
The primary dataset of the study, the ADNIMERGE dataset encapsulates critical
information from various phases of the ADNI project (ADNI1, GO, 2, 3) and it
comprises 16,345 rows and 42 columns, capturing a broad spectrum of participants
information across different stages of the disease.
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Fig. 1. General pipeline of the proposed stacking ensemble algorithm.

However, this dataset has the disadvantage of having a significant amount of missing
data particularly in the ‘ABETA,’ ‘TAU,’ and ‘PTAU’ columns, with over 13,975
missing values each. In order to improve the dataset, an integration of the TOMM40
PolyT Variant Data and the Desikan Lab Polygenic Hazard Score (PHS) was made.
The TOMM40 dataset, consisting of 1,520 rows and five columns, provides a clean and
focused view of the TOMM40 gene. The PHS dataset, on the other hand, containing
757 rows and five columns, reveals minor data inconsistencies with 11 missing values
each in the ‘TOMM40 A1’ and ‘TOMM40 A2’ columns.

These columns potentially represent alleles of the TOMM40 gene, enhancing the
understanding of the genetic influence on Alzheimer’s disease progression. After this
process, the unified dataset encompassing approximately 2000 participants categorizes
individuals into three cognitive states: Normal cognition, Mild Cognitive Impairment
(MCI), and Alzheimer’s Disease (AD). This diverse dataset improved the external
validity and reliability of the machine learning models.

It is worth mentioning that a significant part of the study is centered around the
analysis of Mild Cognitive Impairment (MCI), a transitional stage between normal
cognitive aging and dementia, since the analysis of MCI helps identify the early stages
of cognitive decline, capturing the subtle yet significant shifts that a person undergoes
when they drift away from normal cognition.
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The features utilized in this study are categorized into five primary groups: genetic
data, protein data, radiopharmaceutical data, brain volumetric data, demographic data,
and cognitive assessment data.

2.2 Data Preprocessing

During the initial stages of data preprocessing, a significant amount of missing values
in the dataset was identified. This posed a significant problem, especially considering
the requirement for developing a classifier that is not reliant on incomplete or artificially
augmented data. Upon closer inspection, it was found that certain fields, such as ‘FDG,’
‘ABETA,’ ‘TAU,’ ‘PTAU,’ and, at certain stages of the ADNI dataset, the brain volume
data, contained fewer complete records compared to other variables.

For the data cleanup stage, which in part involved the elimination of rows
with missing data, the loss of two entire classes: ‘SMC’ and ‘EMCI,’ was
observed. Regarding genetic data, the ‘APOE4’ column was considered. This captures
information about the presence of the APOE4 allele, which has been associated with
an increased risk of Alzheimer’s disease. In the category of proteic data, the columns
‘ABETA,’ ‘TAU,’ and ‘PTAU’ were included. These columns contain information about
various Alzheimer-related proteins, which serve as biochemical markers for the disease.

For radiopharmaceutical data, the ‘FDG’ column was considered. Regarding
imaging data, the columns ’Ventricles,’ ‘Hippocampus,’ ‘WholeBrain,’ ‘Entorhinal,’
‘Fusiform,’ ‘MidTemp,’ and ‘ICV’ were selected. These columns contained volumetric
measurements of various brain regions and the overall intracranial volume. The
demographic data considered the columns: ‘AGE,’ ‘PTGENDER,’ ‘PTEDUCAT,’
‘PTETHCAT,’ ‘PTRACCAT,’ and ‘PTMARRY .’ Lastly, for cognitive assessment
data, the following columns were included: ‘CDRSB,’ ‘ADAS11’, ‘ADAS13’,
‘ADASQ4’, ‘MMSE,’ ‘RAVLT immediate,’ ‘RAVLT learning,’ ‘RA- VLT forgetting,’
‘RAV LT perc forgetting,’ ‘LDELTOTAL,’ ‘DIGITSCOR,’ ‘TRABSCOR,’ ‘FAQ.’ and
there were no experimental configurations discovered that could retain these two classes
without a severe hindrance on the model’s performance.

Another issue related to protein data and how it was stored in the CSV files was that
the three relevant columns ‘ABETA,’ ’TAU,’ and ‘PTAU’ had information written as a
string when concentrations exceeded or did not reach a certain value. The adjustments
performed were simply the swapping of specific string values to their closes numerical
representation. In detail, the process was done as follows:

1. The data associated with the ‘ABETA’ protein was transformed by replacing
any instances of values greater than 1700 and less than 200 with 1700 and
200, respectively.

2. Similarly, the ‘TAU’ protein data was adjusted by modifying the instances of values
above 1300 and below 80, with 1300 and 80, respectively.

3. Finally, the data associated with the ‘PTAU’ protein was updated by replacing
the occurrences of values exceeding 120 and falling below 8 with 120 and
8, respectively.

163

Stacking Ensemble for Cognitive Impairment and Alzheimer’s Disease Classification ...

Research in Computing Science 152(11), 2023ISSN 1870-4069



2.3 Feature Selection

For the feature selection stage, the ‘SelectKBest’ function combined with the
‘mutual info classif’ method, both from Scikit-learn’s feature selection module were
used. ‘SelectKBest’ is a univariate feature selection method that identifies the ‘k’
highest scoring features. The ‘mutual info classif’ method is designed to compute the
Mutual Information (MI) between each feature and the target variable, in this case,
‘DX bl’. The mathematical formula [7] underpinning this method is as follows:

MI(X,Y ) =
∑
x

∑
y

p(x, y) log

(
p(x, y)

p(x) p(y)

)
. (1)

In this equation, X represents a feature, and Y symbolizes the target variable.
p(x, y) is the joint probability distribution function of X and Y, whereas p(x) and p(y)
are the marginal probability distribution functions of X and Y , respectively. Mutual
information is beneficial as it measures the dependency between the variables and only
returns a zero when two variables are found to be independent.

The relevance of each feature was determined by calculating Mutual Information
(MI), which indicated the strength of its relationship with the target variable. These
scores were then assessed, focusing especially on categorical and numerical features
with non-zero mutual information. This non-zero value signified a degree of correlation
with the target variable. This feature selection process allowed for a focus on
the most relevant attributes, thereby improving the precision and efficiency of the
predictive model.

2.4 Classification Model

The study implemented an ensemble model that utilized a meta learner algorithm based
on generalized linear models (GLM) with a logit transformation. The ensemble was
constructed using the following base models:

– GBM 4 Model (Gradient Boosting Machine):
– Trained with 48 trees, a maximum depth of 10, and a learning rate of 0.1.

– Utilized a multinomial distribution and employed a UniformAdaptive
histogram type.

– DRF 1 Model (Distributed Random Forest):
– Trained with 32 trees and a maximum depth of 20.

– Utilized a multinomial distribution and employed a UniformAdaptive
histogram type.

– XGBoost 3 Model (eXtreme Gradient Boosting.):
– Trained with 40 trees, a maximum depth of 5, and a learning rate of 0.3.

– Utilized a multinomial distribution and employed the exact tree method with a
depthwise grow policy.
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– GLM 1 Model (Generalized Linear Model):
– Trained using a multinomial family with coordinate descent as the solver.

– Employed lambda search with early stopping.

– XRT 1 Model (Extremely Randomized Trees, Treated as DRF):
– Trained with 26 trees and a maximum depth of 20.

– Utilized a multinomial distribution and employed a random histogram type.

XGBoost, short for ”eXtreme Gradient Boosting,” is an optimized implementation
of a Gradient Boosting Machine (GBM). XGBoost improves upon the classic GBM
framework by introducing regularization to avoid overfitting, as well as several system
optimizations to speed up and improve the model’s performance. In essence, the
XGBoost algorithm works by iteratively adding new models to the ensemble that predict
the errors of the previous models. The prediction [6] at each step is given by:

Fm(xi) = Fm−1(xi) + ⟨m(xi), (2)

where Fm(xi) is the predicted output after the mth model, Fm−1(xi) is the prediction
from the previous step, and ⟨m(xi) is the current model that’s added to improve the
prediction by predicting the residuals of the previous model. Distributed Random
Forest (DRF) models operate similarly to the standard Random Forest algorithm,
with variations in their configuration to ensure diversity among the predictions of
individual trees in the ensemble. A Random Forest or DRF model can be abstractly
represented [3] as:

Y =
1

n

n∑
i=1

Ti(X), (3)

where Y is the output variable, X is the vector of input variables, Ti(X) represents the
prediction of the i− th decision tree in the ensemble, and n is the total number of trees
in the ensemble. The final output of the stacked ensemble model is a weighted sum of
the individual model predictions and can be represented [4] as:

F (xi) =

M∑
m=1

wm Fm(xi), (4)

where, F (xi) is the final output, Fm(xi) is the output of the mth model, and wm is the
weight for the mth model. These weights are learned during training to optimize the
ensemble’s performance.

K-fold cross validation. Is a statistical method used for estimating the performance
of predictive models. This type of validation is mostly used when a model’s goal is
prediction, and one wants to estimate its accuracy with as little bias as possible. This
study employed a specific form of cross-validation called 5-fold cross-validation. In this
approach, the dataset was divided into five equal-sized folds, and then the predictive
model was trained and validated five times, with each iteration using a different fold for
validation while the remaining folds were used for training.
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Table 1. Feature importance and categories for the ensemble model.

Feature Score MI Category
cdrsb 0.596834 Clinical
ldeltotal 0.439072 Neuropsychological
mmse 0.423307 Clinical
faq 0.422767 Clinical
adas13 0.418954 Clinical
adasq4 0.405963 Clinical
cir 0.345453 Biomarkers
adas11 0.329069 Clinical
phs 0.282552 Biomarkers
ravlt perc forgetting 0.261960 Neuropsychological
ravlt immediate 0.236800 Neuropsychological
ravlt learning 0.190921 Neuropsychological
fdg 0.187301 Imaging
ptau 0.174670 Biomarkers
trabsor 0.173784 Clinical
ravlt forgetting 0.157009 Neuropsychological
digitscor 0.140957 Neuropsychological
hippocampus 0.133758 Imaging
apoe4 0.0 0.130713 Genetic
abeta 0.118638 Biomarkers
fusiform 0.115856 Imaging
tau 0.097753 Biomarkers
entorhinal 0.084071 Imaging
midtemp 0.079739 Imaging
tomm40 a1 0.078894 Genetic
apoe4 1.0 0.071801 Genetic
icv 0.059267 Imaging
ptmarry married 0.053313 Demographic
tomm40 a2 0.051060 Genetic
wholebrain 0.034028 Imaging
ptraccat white 0.029367 Demographic
ptmarry widowed 0.024984 Demographic
ventricles 0.023164 Imaging
ptgender female 0.021457 Demographic
ptethcat not hisp/latino 0.014322 Demographic
ptmarry never married 0.002360 Demographic
ptmarry divorced 0.001434 Demographic

A mathematical representation for the average performance in 5-fold
cross-validation can be expressed as:

E =
1

5

5∑
i=1

Ei, (5)

where E is the average performance across the folds, and Ei is the performance metric.
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Table 2. Performance metrics of various classifiers.
Classifier Mean Accuracy SD CV1 CV2 CV3 CV4 CV5

Logistic Regression 0.835486 0.038173 0.773585 0.865385 0.884615 0.826923 0.826923

Random Forest 0.724311 0.046802 0.679245 0.769231 0.788462 0.673077 0.711538

Support Vector Machine 0.853661 0.030135 0.828125 0.831169 0.888889 0.836066 0.884058

Gradient Boosting 0.770174 0.039931 0.754717 0.730769 0.846154 0.769231 0.750000

XGBoost 0.839260 0.034568 0.792453 0.884615 0.846154 0.865385 0.807692

Ensemble Classifier 0.869884 0.021199 0.830189 0.884615 0.884615 0.884615 0.865385

3 Results

3.1 Data Preprocessing

As previously mentioned, the data employed for this study is made of multiple datasets
from the ADNI database. In order to be able to work with it, the clean-up of the
data plays an important role in the implementation of the staking ensemble. After
carrying out the preprocessing, the database went from having 16345 incomplete rows,
42 columns, and five classes (LMCI, CN, AD, EMCI, SMC) to having 411 rows, 36
columns, and three classes (LMCI, CN, AD). Of those additional columns, 4 correspond
to integrating the TOMM40 PolyT Variant Data and the Desikan Lab Polygenic Hazard
Score (PHS) associated information.

3.2 Feature Selection

As a second step, a feature selection was performed on the ‘clean’ database to improve
the performance of the ML algorithm. According to the results that can be seen in
Table 1, cognitive test data (labeled as clinical) was shown to have the highest MI
scores, meaning that these features have a substantial impact on the model’s predictive
accuracy, follow up by neuropsychological data.

Conversely, demographic features demonstrated the lowest MI scores, indicating a
lesser contribution to the model’s predictions, and although these factors did contribute
to some extent, their impact was not as pronounced as that of the cognitive tests. This
result is consistent with what is reported by medical specialists, which gave a higher
weight to clinical, neuropsychological, imaging, biomarkers, and generic data.

3.3 Classification Model

After the feature selection stage, a stacked ensemble model was implemented; this
model ensured a robust prediction method by leveraging the strengths of different
machine learning algorithms. For this specific case a GBM, XGBoost, and DRF,
combined with a powerful meta-learner (GLM), optimally enhanced these base
models predictions. Table 2 shows the performance of the stacked ensemble as a
validation method a k-fold cross-validation with k = 5 was employed, obtaining an
accuracy of 86.9%.
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4 Conclusion

This study was done using the ADNI database and its multiple datasets. Two
main preprocessing steps were performed due to several data utilization problems.
Specifically, a large portion of incomplete rows needed to be eliminated, and
several string records in the protein columns needed to be replaced by their closest
numerical representation.

In the feature ranking analysis conducted on the preprocessed dataset using the
random forest algorithm, cognitive examination data emerged as the most significant
predictor for Alzheimer’s disease. This was closely followed by indicators such as the
presence of the ptau protein and volumetric measurements of the hippocampus, a region
notably affected in Alzheimer’s pathology.

The pronounced significance of the examination data can be attributed to its direct
and intrinsic nature. While various biomarkers and neuroanatomical measurements
provide valuable insights into the disease’s progression and manifestations, direct
cognitive assessments capture the immediate and functional impact of the disease on
an individual’s cognitive abilities. As such, by their very nature, these examinations are
poised to inherently possess greater diagnostic relevance than indirect predictors.

In the experimental phase, several configurations were tested. The most promising
results were obtained when all features were considered. The optimal stacking ensemble
architecture consisted of seven foundational models: three Gradient Boosting Machines
(GBM), two Extreme Gradient Boosting models (XGBoost), and two Distributed
Random Forests (DRF). Evaluated using a 5-fold cross-validation method, this model
configuration achieved an overall accuracy of 86.9%.
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