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Shape Retrieval through Polygon Matching

Bryan E. Martinez, Antonio Camarena-Ibarrola, Karina Figueroa

Universidad Michoacana de San Nicolds de Hidalgo,
Facultad de Ingenieria Eléctrica,
Mexico

bryaneduardo24@gmail.com,

{antonio.camarena, karina.figueroa}@umich.mx

Abstract. Content-Based Image Retrieval consists in searching for images in
large datasets by their shape, it allows for automatic annotation in images, image
classification, automatic surveillance, and many other applications. In this work,
we model objects as sets of triangles built from keypoints on their border. We use
an invariant of these triangles to make them robust to affine transformations such
as scaling, rotating, or shearing; this invariant is adapted as a hash for indexing
purposes. The experiments show that this method is very effective, achieving
99% accuracy, outperforming state-of-the-art works with the same collection
of images.

Keywords: Image retrieval, contour shape, transform invariant.

1 Introduction

Image repositories grow very fast and there is great interest in designing efficient and
effective Content-Based Image Retrieval (CBIR) algorithms [19]. CBIR by content is
normally accomplished by extracting features from the images such as shapes, textures,
and colors.

This work focuses on shape-objects contained in images. Shape is one of the primary
low level image features used in CBIR and one of the Contour-Based Descriptors
(CBD). Although CBD has been widely used and many researchers have had good
results, there are some problems regarding robustness since it is affected by noise
and variability.

This is because only part of the shape information, that is contour information,
is normally used. Also, in many cases, the shape contour is not available. For some
applications, shape content is more important than contour features [22]. For these
reasons and also because many images contain not just one but several objects, a perfect
retrieval rate using only the shape information has not been possible so far [4].

There are generally two types of shape representation methods in the literature, that
is Region-Based and Contour-Based [21]. Both approaches can be subdivided into
Structural or Global methods, as shown in Fig. 1. Structural methods are typically
used where partial matching is required, while Global methods are used when complete
matching is needed. Different methods can be further distinguished between them, some
work in space domain and others in some transformed domain [19, 22].

We are interested in both Structural and Global methods, and we use Fourier
descriptors to create polygons. Structural methods have several drawbacks [21]: Since

pp. 5-16; rec. 2022-06-03; acc. 2022-08-12 5 Research in Computing Science 151(10), 2022
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Hausdoff Distance Zernike Moments

Fourier Descriptors Pseudo-Zernike Moments
Wavelet Descriptors Legendre Moments

Scale Space Generic Fourier Descriptor
Autoregressive Grid Method

Elastic Matching Shape Matrix

Fig. 1. Classification of shape representation and description techniques [22].

there is no formal definition for an object or shape, the number of primitives required
for each shape is unknown. Variations of the object boundary may cause significant
variations to local structures. In these cases, global features are more reliable. The shape
and its representation is a many-to-one mapping.

Therefore, matching of one or more features does not guarantee full
shape matching; Structural methods have higher computational complexity than
conventional techniques. The distance or similarity measure used for Shape matching
or shape retrieval should be invariant to many distortions including scaling, offset, noise
contamination, partial occlusion, shearing, rotation, etc. Techniques for handling these
distortions frequently rely either in the representation of the data or in the similarity or
distance measure used [6, 12, 13, 16, 17].

Another issue that complicates the problem is the partial occlusion of objects due to
the presence or other objects in the image [19]. Rotation invariance is also a challenge,
some intended for achieving rotation invariance rely on the representation of the data at
the expense of discrimination ability, while others rely on the distance measure used at
the expense of efficiency [12].

In order to carry out Shape matching of image objects effectively, contour
normalization techniques are widely used, as they save time and space during both
feature extraction and similarity matching. The normalized sampled contour points
are keypoints that compactly represent shapes. The conventional Shape matching
and retrieval applications perform analysis methods of Equal Distance Normalization
(EDN) on the shape contours. In addition to EDN, the boundary can also be normalized
assuming the enclosed area of the shape captures all the information about the
shape [17].

In assessing a method for shape retrieval six factors should be considered: (1)
Retrieval accuracy, (2) Compactness of the features, (3) Generality for applications,
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(4) Low computation complexity, (5) Robustness, and (6) Hierarchical coarse-to-fine
representation [21, 22]. For large databases, sequential searching should be avoided, so
shape descriptors should be indexable. Hash tables and M-trees are very used for these
activities [6]. Shape recognition and retrieval are complex tasks on non-rigid objects,
However, it can effectively be performed using a set of compact descriptors [17].

Shape representation is one of the most challenging aspects of computer vision
because they are often more complex than color or texture. Moreover, color and texture
can be quantified by a few parameters, unlike shapes that need hundreds of parameters
to be represented explicitly [16]. Shape matching and indexing is an essential topic in
its own right, and it is a fundamental subroutine in most shape data mining algorithms
[12]. In conclusion, Shape is accepted as a stable visual feature for image recognition
and retrieval due to its discriminate strength [19, 16, 22].

The rest of this work is divided as follows: First the state-of-the-art is reviewed in
Section 2. In Section 3, we give a little description about polygons matching and some
basic concepts to generate triangles by using curvature shape. In section 4 we explain
our method as applied to the benchmark datasets described in Section 5. Finally, in
Section 5 and 6 we show results and conclusions.

2 State of the Art

In early works features extracted from curvature shapes were sequences of values
such as curvatures, angles, descriptor values, or polygon coefficients. The Curvature
Zero Crossing Contours of the Curvature Scale Space (CSS) was used to represent the
shapes of boundary contours of objects by five pairs of integer values. The significant
advantage of this method is that it is indexable, and the aspect ratio of the CSS image
is used to reduce the search range. Since the matching algorithm has been designed to
use global information, it is sensitive to major occlusions, but minor occlusions do not
cause problems [1, 16].

Another descriptor, used by many researchers, is the Zernike Moment Descriptor
(ZMD), which has many desirable properties, such as rotation invariance, robustness
to noise, expression efficiency, fast computation, and multi-level representation for
describing the shapes. Kim & Kim showed that ZMD can be used as an adequate
global shape descriptor for images in a large database [13]. The experimental results
performed in a database of about 6,000 images in terms of exact matching under
various transformations and the similarity-based retrieval showed that the proposed
shape descriptor is very effective in representing shapes. Zhang and Lu evaluated ZMD
and the CSS Descriptor [21].

The idea of getting patterns from curvature shapes led some researchers to use
polygons, particularly triangles [4], these polygons represent shape curvature using
the spatial positions distributed along the contour, they are quite popular among
researchers even thought it focuses in the contour and neglects any information inside
the shape [19].

Kumar and Mali remark the importance of selecting good keypoints at contour
sampling for shape classification via contour matching [14]. In Boundary-Based Shape
matching, Dynamic Time Wrapping (DTW) and Dynamic Space Warping (DSW) have

ISSN 1870-4069 7 Research in Computing Science 151(10), 2022
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Fig. 2. Representing an apple shape contour with triangles using keypoints.

proved to be useful [3, 19]. Bartolini et al. proposed a Fourier-based approach for
shape retrieval called WARP [6], they claimed that phase information provides a better
accurate description of object boundaries than using only the amplitude of the Fourier
coefficients, they use DTW to match images even in the presence of (limited) phase
shifts, they also use proximity indices to speed-up the retrieval phase.

Alajlan et al. proposed a Shape Retrieval method using Triangle-Area Representation
(TAR) for non-rigid shapes with closed contours [4]. The representation uses areas of
triangles formed by boundary points to measure convexity at different scales (or lengths
of triangle’s edges). This representation is effective in capturing both local and global
characteristics of a shape, it is invariant to translation, rotation, and scaling.

It is also robust against noise and some partial occlusion. In the matching stage, a
Dynamic Space Warping (DSW) algorithm is used to search for the correspondence
between the points of two shapes. A distance is computed based on the best alignment
between two shape representations. The computational complexity for matching is

Research in Computing Science 151(10), 2022 8 ISSN 1870-4069
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Fig. 3. Deer from the MPEG-7 Core Experiment CE-Shape-1 Dataset.

O(N?), where N is the number of boundary points. A difficulty associated with DSW
is the fact that the starting point of a contour shape is unknown, the same happens when
working with rotation angles (i.e. Which angle is the first one?).

Rather than performing an exhaustive search for the correct starting point as in
classical approaches, Alajlan proposed Algorithm HopDSW which finds the starting
point efficiently [3]. HopDSW operates in a coarse-to-fine manner. The coarse search is
global and uses a hopping step to exclude points from the search. Then, the search
is refined in the neighborhood of the solution of the coarse search. A criterion for
selecting the hopping step parameter is given thus reducing the number of starting point
computations. For shape representation, Triangle Area Signature (TAS) is computed
from triangles formed with the boundary points.

Paramarthalingam and Thankanadar proposed a procedure for generating normalized
contour points from shape silhouettes, this procedure identifies the contour of any object
in an image and uses the Object Area Normalization (OAN) method to split the object
by its center into regions of equal area. They defined Six descriptors: The Compact
Centroid Distance (CCD); the Central Cngle (ANG); the Normalized Points Distance
(NPD); the Centroid Distance Ratio (CDR); the Angular Pattern Descriptor (APD); and
the Multi-Triangle Area Representation (MTAR). These descriptors conform a feature
vector to model the shape of the object [17].

Keogh et al. consider rotation to be the hardest distortion in shape matching and
indexing. Regular approaches rely on data representation to achieve rotation invariance,
they show how to speed up such approaches without loosing accuracy, they make use
of existing shape representations and distance measures [12]. Yildirim et al. proposed a
statistical approach [19], they compute the standard deviation of the angles between the
shape centroid and all points around the contour. They quantize angle to integer values,
then for each angle they extract three features: The number of contour repetitions; the
average distance of the points at that angle to the centroid; and the standard deviation
of those distances.

ISSN 1870-4069 9 Research in Computing Science 151(10), 2022
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Fig. 4. Crown from the MPEG-7 Core Experiment CE-Shape-1 Dataset.

Kumar and Mali used the center of gravity of the shape of an object as a fixed point,
then computed the perpendicular distance from each point on the object contour to the
line passing through the fixed point as a geometrical invariant. In the matching stage,
they used principal component analysis concerning the moments of the perpendicular
distance function, their method is robust to translations and rotations [14].

Xu et al. used Partial Shape Matching (PSM) and Dynamic Programing (DP)
for retrieval of vertebral boundary shape in X-ray images, their method called
corner-guided DP, uses nine landmark boundary points as a multiple open triangle
representation. Their method use linear transformations (translation, rotation, and
scaling) on a shape to find the best match between two shapes [18].

Arjun and Mirnalinee proposed an iterative algorithm called multi-scale feature
integration that use points on the shape curvature, these points are ordered according
to their normalized distance to the contour. For feature extraction they use the angular
pattern (AP), Binary AP (BAP), and Sequential Backward Selection (SBS) algorithms
[5]. Abro et al. evaluated some features such as Fourier descriptors, Hierarchical
Centroids, Moment-based descriptor and Shape Context Descriptors and showed that
fusing several descriptors a better accuracy is achieved. They assessed fusion based
on concatenation of features and fusion based on a discriminant correlation analysis
achieving an accuracy of 90% [2].

Paramarthalingam and Thankanadar proposed the Object Area Normalization (OAN)
method for generating normalized contour points from shapes, they split each object
with respect to its centroid into segments of the same size using triangles. From these
triangles, they define six contour-based geometric shape features and use them to
recognize shapes [17].

Zhang et al. proposed an algorithm called shape classification network (SCN) based
on convolutional neural networks based on LeNet5 since this basic structure have been
used to recognize handwritten numbers achieving good results on MNIST dataset and
they claimed it is a similar problem to object shape recognition [20]. Damen et al.
use edgelet constellations for detecting objects in stream video [9]. Edgelets are edge
segments and constellations of edgelets are used to characterize shapes even when they
are partially occluded.

There are many works on the subject, we described here those with shape retrieval
accuracy between 90% and 100%. We found that those works where 100% accuracy
was reported, included in their tests just Rotation or Scaling, but not both. In very few
works, the authors included shearing in their tests and those who did report an accuracy

Research in Computing Science 151(10), 2022 10 ISSN 1870-4069
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Fig. 5. Representing an apple shape contour with triangles using keypoints.

of about 80%. Those who are unfamiliar with the problem and need basic information
should start with [11]. Those familiar with the problem but still need a survey may read
[22], for more recent advances in the state-of-the-art may read [19].

3 Theoretical Framework

A generalized polygon is an ordered set of vertices, this notion generalizes the concept
of the boundary of a polygonal shape because self-intersections are allowed [10]. Using
Polygons to represent Contour shapes, the problem of contour matching is turned into a
problem of accomplished polygon matching. For example, in Fig. 5, the contour shape
of an apple is used to generate triangles from keypoints, a Start point (or main point) was
chosen and you recognize it in Fig. 5 because it is common to all triangles, the number
of triangles used to represent the shape is a free parameter and determines the number

ISSN 1870-4069 11 Research in Computing Science 151(10), 2022
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Table 1. Results on the Normal Experiment using unmodified images.

Keypoints  Hits/Total ~ Accuracy
3 1394/1400  0.9957
4 1394/1400  0.9957
5 1394/1400  0.9957
6 1394/1400  0.9957
7
8
9

1394/1400 0.9957
1394/1400 0.9957
1394/1400 0.9957
10 1394/1400 0.9957

of points needed for that matter. In Fig 5 the representation of an apple is shown with
3,5, 7, and 10 points. Observe that with less than 10 points the stem was not reached.

For the problem of matching polygons, Chavez et al. proposed seeing the sequence
of vertices that define a polygon as a sequence of complex numbers and so as a small
complex signal, then they defined a Fourier descriptor that is invariant under affine
transformations of the polygon, including rotation, translation, scaling, and shearing
[8]. For that purpose Chavez et al. built a collection of complex scalar functions on
the space of plane polygons, if two polygons are affine related, the pseudo-hyperbolic
distance between their associated values is a constant that depends only on the affine
transformation involved, but independent of the polygons.

Point (z,y) in the plane is associated with the corresponding complex number
2z = x + jy, where j = v/—1. A polygon in the plane, which is an ordered set of
points, is then an ordered set of complex numbers, in which the order defines which
are the consecutive vertices. Given polygons Z = (z1,z22,23,...,2,) € C" and
W = (w1, wq,ws, ..., w,) € C", where n is the number of vertices, matching W and
Z is the problem of telling if there is an affine transformation f such that Z = f(W)
[7, 8, 10].

The approach to polygon matching under affine transformations involves the
construction of complex scalar functions ¢, : C* — C,£ = 1,---,|[(n — 1)/2].
Then, finding all the matching polygons in a collection can be achieved very quickly
after mapping all the polygons in the collection to complex numbers. It is important to
highlight that all similar polygons under affine transformations will be mapped to the
same complex number ;. This method assumes n > 3 (we need n = 3, because we
are using triangles). Function ¢y : C"* — CJ {00} is:

n, )\Zkzk
po(z1, 22,23, , 2n) = %7 (D
k=1

where A = ¢+ and £ is any integerin 1,. . ., [(n—1)/2].
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Table 2. Results on the Extended experiment with modified images.

Keypoints Scaling Rotation Shearing Average
(hits/total) (hits/total) (hits/total) Accuracy

3 1388/1400 1394/1400 1394/1400 0.9942

4 1382/1400 1394/1400 1394/1400 0.9928

5 1397/1400 1379/1400 1394/1400 0.9928

6 1397/1400 1379/1400 1394/1400 0.9928

7 1399/1400 1379/1400 1394/1400 0.9933

8 1399/1400 1379/1400 1394/1400 0.9933

9 1399/1400 1379/1400 1394/1400 0.9933

10 1397/1400 1379/1400 1394/1400 0.9928

4 Description of the Proposal

In this section we will describe our method of contour shape retrieval. We built a
proximity index, to do that we process each image in the following way:

1. First, the contour shape in the image has to be determined. We use the canny edge
detector and eliminate holes to deal with images such as the crown shown in Fig. 4.

2. We determine the centroid of the contour shape and the nearest point to this
centroid that is in the contour. These two keypoints, labeled as 1, and 2 define
a line of reference. We translate the image so the centroid corresponds with the
origin (0, 0).

3. We split the curvature shape by tracing lines at 120, 90, 72, 60, 51.42, 45, 40 and 36
degrees counter-clockwise with respect to the line of reference between keypoints
1, and 2. The points where these lines intersect with the contour are the keypoints
labeled as 3,4, 5, 6,7, 8, 9, and 10. When the lines intersect 2 or more points of the
contour (think for example of the contour of the Deer shown in Fig. 3), these points
can be ordered from its distance to the centroid from the innermost to the outermost.
We select as keypoint only the outermost thus favoring bigger triangles.

4. We create triangles starting from keypoint 2, and the keypoints at its left and right.
Then add another triangle using always keypoint 2 and the keypoints at its left and
right that have not been used until there are no more unused keypoints or until there is
just a single keypoint available (we need keypoint 2 and two more to build a triangle).

5. For each triangle built in the previous step we use Equation 1 and compute the
magnitude of the complex number that results from that transformation obtaining
a single number per triangle.

6. Using the number determined in the previous step, add the triangle as well as its
unique identifier to a hash table of size 256. The shape has an entry to the hash table
for each triangle built from it.
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Table 3. Accuracy obtained of our proposal contrasted with those obtained in similar works that
use the same collection of images.

Author Average Accuracy
SCN 0.7539
BAPmP 0.8797
(SCF + SCF) (DCA) 0.9196
SA-OAN 0.9434
DSW + Global 0.9508
Zernike moment descriptor 0.9588
Our proposal 0.9942

In Fig. 5 the importance of a good selection of keypoints is depicted. Using our
method for selecting keypoints, the shape may be rotated, and still we select almost the
same keypoints, very near as you may observe, this is important if we want the set of
triangles to represent the shape.

5 Experiments and Results

For our experiments, we used the MPEG-7 Core Experiment CE-Shape-1 Test Set,
which is the most commonly used dataset for the contour shape matching problem, this
database consists of 1400 images from 70 classes of natural and artificial objects [15].
Figures 4 and 3 are examples from this collection of images. The set has two parts
called A1 and A2, for scaling and rotation respectively. We conducted two experiments
on retrieving images by content based on the contour shapes, in both experiments we use
all triangles obtained from the query image to search for a match using the hash table.

For the first experiment, which we called the normal experiment, we used the original
dataset without modifications. We varied the number of keypoints from 3 to 10, and in
all cases we achieved an accuracy of 0.9957 as shown in Table 1. For 1400 queries
in 1394 the system identified the shape correctly and failed only in 6. For the other
experiment, which we called the extended experiment, the images of the dataset were
modified by scaling, rotation, and shearing using the same parameters used by other
researchers interested in this problem, these parameters are also used in known datasets
such as Kimia99, and ETH-80, they are:

— Scaling: .1, .2, .25, .3 and 2.
— Rotation: 9, 36, 45, 90 and 150 degrees.
— Shearing: -.3,-.2,-.1,0, .1 and .2.

Modified images were used to retrieve unmodified images. The results of the
extended experiment are shown in Table 2. The best accuracies were obtained using
7-9 keypoints for scaling, 3-4 keypoints for rotation and 3-10 keypoints for shearing.

Surprisingly using only 3 keypoints the method works very well, leaving not very
much room for improvement when using more keypoints. In Table 3 the achieved
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accuracy is contrasted with those obtained from the work of researchers that have used
the same collection of images.

6 Conclusions and Future Work

We designed a contour shape matching/retrieval technique that is very robust under
rotation due to the way the keypoints that conform the triangles are selected, and is
also robust under Scaling and Shearing thanks to the use of invariant obtained with
Equation 1. The features extracted are compact since only a few keypoints have to be
stored. Extracting these features is a low complexity procedure.

Our method does not require the use of DTW algorithm or any aligning mechanism
thanks to the way we select our keypoints, that is, the initial point is always about the
same point, this fact is very important since it reduces the computational complexity
for comparing features between objects. There are however two drawbacks, the method
is sensitive to noise so it works very well when combined with a good noise removal
technique. Also, our method works only with non-occluded shapes.
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Abstract. The recognition of previously visited places within urban
environments is an essential skill for autonomous vehicles, as it may reduce
localization errors during their navigation. The search for improvements in
detection capabilities within regions where other sensors, such as lasers or
GPS (Global Positioning System) do not perform accurately, has contributed
to considerable advances in location recognition systems. Some state of the art
approaches require a priori knowledge of the environment. However, this is
not always useful due to constant changes in the outside world, variations of
viewpoint, or the occurrence of similar images captured from different locations.
In this work, we propose a methodology to carry out the visual recognition
of places with highly similar characteristics, and prone to spatial variations,
illumination changes and occlusions. Our recognition strategy is based on image
retrieval by means of detector-descriptors pairs, from which the combination
GFTT-SIFT (Good Features to Track - Scale Invariant Feature Transform)
exhibits the best performance. For results refinement, we use an image similarity
threshold based on geometric constraints. Compared to a high-level learning
approach the proposed methodology has a greater precision and discrimination
power to identify images of similar zones, besides differentiating those belonging
to different sites.

Keywords: Place recognition, machine learning, computer vision,
feature detection.

1 Introduction

Visual recognition of previously visited places is a fundamental part of our daily lives.
The study of how living beings recognize places, taking into account the movement
from one place to another, has a long history in neuroscience [3, 11]. Several discoveries
in this area have provided a physiological basis for the representation of spatial locations
in our brain [22, 24].

As humans, when visiting a place for the first time, we seem to be more attentive to
those details that we believe will best represent it, looking for them to be sufficiently
distinctive to create a strong association. Hence, by revisiting that location in the future,
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even when different conditions exist, selected features may be activated leading to an
accurate detection [27].

These concepts find application in a wide variety of research fields. Such is the case
of robotics. One fundamental goal of this area is to develop fully functional systems that
can operate robustly in the real world. Mobile robots, particularly autonomous ones,
must have a deep understanding of their surroundings so that they can be entrusted
with highly complicated or risky responsibilities that humans should not take on, for
example, preventing natural disasters, space and underwater exploration, or even search
and rescue activities. Therefore, visual place recognition (VPR) becomes an extremely
important process as it enables robots to reduce uncertainty and location errors during
their exploration.

This paper proposes a methodology for the identification of previously visited sites
under challenging conditions, mostly based on geometric constraints. In the context of
urban environments, the term “challenging” refers to spatial variations, illumination,
occlusions and the presence of similar elements with great frequency. We first designed
a novel database to depict this sort of settings. We also tested a significant number of
local feature detector-descriptor combinations aimed at selecting the one that performed
the best for our dataset. Place recognition is determined from a geometrical nature
concept that, in spite of being more commonly associated with topics such as visual
odometry, generates highly favorable results in the search for previosly seen places. Our
method achieves a reliable place recognition, without the requirement of prior training,
surpassing the performance of a state of the art algorithm.

This article is organized as follows: relevant work is described in Section 2; the
process of gathering the database for testing our method is explained in Section 3;
proposed method is briefly depicted in Section 4; experimental results are presented
in Section 5; and, finally, conclusions and future research directions are provided in
Section 6.

2 Related Work

State of the art related with VPR includes research works such as the displacement
of a robot along a previously learned route [14]. The information acquired by
means of sensors, i.e. cameras, is first described and then compared with an internal
representation, or map of the environment, in order to estimate the probability of data
matching an image inside the map. Unfortunately, if a robot intends to act without
previous knowledge of its surroundings, this procedure becomes extremely challenging,
mainly due to three main factors:

1. Variability in the appearance of the same scene (changing illumination, occlusions,
weather conditions).

2. The possibility that a scene viewpoint may not always be the same.

3. Images from different locations looking too similar, effect known as
perceptual aliasing.

Other conventional approaches are those based on visual scene detection
and description techniques. These can operate with local features (involving a

Research in Computing Science 151(10), 2022 18 ISSN 1870-4069



A Geometric Strategy for Recognizing Images of Highly Similar Places within Urban Environments

Fig. 1. The left column exhibits images from the same site at different times of the day. The top
left image was captured at 19 h while the bottom left image at 13 h. The second column depicts
two frames of locations that were far from each other, but visually similar that they may appear
to belong to the same site and the same hour.

detection-description pair), such as scale-invariant feature transformations (SIFT) [13]
and Speeded-Up Robust Features (SURF) [2], or, alternatively, resource to whole
images without the need for a detection stage [26].

Since feature extraction does not involve a very complex and demanding process, it is
not surprising to discover combinations of these methods [18, 20]. Nevertheless, a poor
performance of this kind of descriptors has been reported upon varying circumstances,
especially those related with illumination changes [8].

In [6] location or object recognition problems are addressed through the Bag of
Words (BoW). This involves representing image features in terms of a numeric vector,
that can be efficiently compared to other vectors encoding information about a series of
words. These words are the names given to the image descriptors. While this approach
performs well and is scalable to large amounts of data, its performance and functionality
decline when regions with conditions other than those included in the training images
are encountered.

Analogous to the BoW model, the “Bag of Relevant Regions” was presented in [15].
This novel method aimed at describing a scene in terms of relevant regions, extracted
from a visual attention algorithm. Although this work outperforms well-known
approaches such as the Fast Appearance Based-Mapping (FAB-MAP) [5], it outputs
a great amount of false negatives. FAB-MAP applies probabilistic calculations, based
on the local appearance of a site, for its identification. Perceptual aliasing is tackled not
only by considering whether two scenarios are similar in terms of the visual words they
have in common, but also that these are sufficiently distinctive.

As a result, if two sites seem similar but their words are frequently observed,
FAB-MAP generates a low correspondence probability. FAB-MAP uses a BoW model,
with SIFT or SUREF features, for image description and computes the dissimilarity of
each word during a training phase. Nevertheless, this training causes a computational
cost increase.

Authors in [9] suggest a solution for VPR based on a BoW built on a local
feature detector-descriptor combination for the purposes of simultaneous localization
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Table 1. List of 22 detector-descriptor combinations used to identify previously visited locations
at different times of the day. The overall success rate was 52.62 £ 14.79%.

Detector-Descriptor Success % Detector-Descriptor Success %
AVA-ORB 73.33 STAR-SIFT 46.66
AVA-SIFT 73.33 STAR-SURF 44 .44
AVA-SURF 73.33 KAZE-KAZE 4222

GFTT-BRISK 73.33 AKAZE-AKAZE 40
GFTT-ORB 73.33 BRISK-BRISK 40
GFTT-SIFT 73.33 FAST-BRISK 40
GFTT-SURF 73.33 FAST-ORB 40
ORB-ORB 51.11 FAST-SIFT 40
AVA-BRISK 46.66 FAST-SURF 40

STAR-BRISK 46.66 SIFT-SIFT 40
STAR-ORB 46.66 SURF-SURF 40

and mapping (SLAM). The selection of these algorithms aimed at reducing processing
time, although no prior evaluation of detector-descriptor combinations was carried out.
Moreover, although some of the databases used are spatially dynamic, they do not reflect
changes in the hours of the day.

A variety of machine learning methods have also been resorted to. In [23], Histogram
of Oriented Gradients (HOG) [7] fetaures and Local Binary Patterns (LBP) [21] are
concatenated for visual localization. Then, given an image, a Support Vector Machine
(SVM) model identifies the most similar one within a geo-referenced database. Other
approaches rely on Convolutional Neural Networks (CNNs) as strong feature extractors
for place recognition in changing environments.

Researchers in [4] and [28] performed an analysis of the robustness of different CNN
layers against visual appearance and viewpoint modifications across a set of images. It
was concluded that intermediate layers exhibit robustness to appearance alterations,
while higher level layers perform better facing viewpoint shifts.

Notwithstanding, no mechanism is presented for an automatic selection of the best
layer for the task at hand. A dependency on the training database is also evident. Thus,
features that generate good results on one dataset, may have little impact against a
different one. Further works related to deep learning have emerged recently [1, 10, 19,
31]. Nonetheless, overall the main disadvantage is the need for large amounts of training
data and the consequent high computational costs.

3 Dataset Collection

For this work, we collected a new place recognition dataset. Our image collection
focuses on depicting urban environments that could reflect highly challenging
conditions for a computer vision system. Here, the term challenging alludes to settings
that do not contain significant visual information or that are subject to dynamic factors.

The gathering of these images was inspired by [17], where the authors explored
how participants recognized, through defiant conditions, different pleaces recorded
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Fig. 2. Match percentages for the 7 best algorithms evaluated on the 12 most challenging images.
Note that the strongest performing detector-descriptor pairs are AVA-SIFT and GFTT-SIFT.

along a video sequence describing the navigation of a car. The image collection was
gathered at the city of Saltillo, Mexico, driving along a 0.8 km route, at a speed of 30
km/h, through a series of streets which could be identified as belonging to a typical
urban neighborhood.

Three sequences compose the dataset, each of which was captured at different hours
(07 h, 13 h and 19 h) of the day. For this procedure, a GoPro Hero4 camera mounted on
a Chevrolet Cruze vehicle was used.

The data comprises a total of 447 images, 149 per time of the day. The first column
of Figure 1 illustrates examples of images representing the same location at 19 h and 13
h. The second column of the figure presents frames from distinct scenarios that share
very similar characteristics. The database is challenging, since many of the major image
processing problems are addressed, i.e., illumination and spatial variations, occlusions,
or the presence of frequent similar elements along navigation.

In addition, the fact that the images were captured under different environmental
conditions can result in the detection of mismatches in several elements, for example
building colors, plants or even the sky, leading to undesirable detections and confusion.

4 Evaluating Detector-Descriptor Pairs for Geometric-Based VPR

The first need to be fulfilled for geometric-based VPR is to count on a reliable
detector-descriptor pair. For this reason, we conducted a thorough evaluation of 22
detector-descriptor couples for identifying whether a reference image was or not
included in its related video sequence. Such techniques were designated because of
their ease of implementation and access availability. Results are listed in Table 1.

A threshold was applied to every couple in order to determine if the found
correspondences were sufficient to establish a positive match between two images. For
setting this threshold, 80 % of the maximum number of matched points was selected.

From the analysis of the table, it is possible to appreciate how 7 out of 22
combinations reached the highest success rates, while the worst performance was
attributed to other 7 pairs. For this reason, we focused on the 7 highest-rated.
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Fig. 3. Example of GFFT-SIFT qualitative results. It is to note how, even at different times of the
day and between relatively distant scenes, GFTT-SIFT is capable of detecting enough features so
as to determine a positive match among both images.

These 7 best detector-descriptor pairs were then tested on the 12 worst performing
images to point out the strongest performance.

AVA-SIFT (Aqua Visual Attention [16] - SIFT) and GFTT-SIFT (Good Features To
Track [25] - SIFT) emerged as the most outstanding in terms of the number of matches
found, as shown in Figure 2.

Although the number of correspondences is a good indicator for determining
the similarity between two scenes, there is a possibility that this parameter carries
some uncertainty. The latter refers to the fact that if, for a couple of images, a
detector-descriptor generates a number of correspondences lower than the threshold
set (80% of the maximum found), these could be enough to state that both scenes depict
the same location.

Results of the 7 top detector-descriptor combinations were revisited for the 12 worst
performing images, but this time in a qualitative fashion, to verify whether or not they
constituted a good match.

In this way, it was possible to identify that, despite not exhibiting the best
performance under the previous metric, GFTT-SIFT stood out from the rest. This
pairing detected correspondences between images belonging to the same scenario, even
if they suffered from a significant spatial offset as illustrated by Figure 3.

Once the detector-descriptor pair was selected, a new metric was defined to better
discriminate among images that do and do not represent the same site. We chose this
parameter to be based on the epipolar constraint.From this restriction, it is understood
that there must exist a transformation x — I’ of a point in one image with its respective
epipolar line in a second one. The transformation from points to lines results in a
correlation, expressed by the fundamental matrix F [12]:

I’ = Fx. (D

The fundamental matrix, then, satisfies that for any couple of matching points x and
x’ in two images:
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Fig. 4. Methodology proposed for place recognition in challenging environments.

x'TFx = 0. )

This condition is true because, if points x and x’ are correspondent, X’ lies on the
epipolar line I’ = Fx related to point X. In other words, x'T1' = x'TFx = 0. Besides, if
image points satisfy x’TFx = 0, rays defined by them are coplanar, a necessary criterion
to establish correspondence between them.

Taking as a reference equation (2), the proposed metric is introduced: if for two
images, the number of matches found by GFTT-SIFT is high enough to generate
a fundamental matrix, they will be considered as positive correspondences, that is,
coming from the same scenario; otherwise, they will be catalogued as belonging to
different locations.

A diagram describing the proposed methodology is shown in Figure 4. As a first
step, starting from a given scene to be recognized, the most important features are
detected and described in order to locate the best match. For this purpose, a classic
detector-descriptor combination such as GFTT-SIFT is adopted.

These correspondences undergo a geometric classification method based on the
epipolar constraint. In this procedure, we managed to eliminate all images that lie below
a defined threshold, and also managed to categorize the remaining images into four main
groups: True and False Positives, and True and False Negatives.

5 Results

The process depicted in Figure 4 was evaluated on the database described in Section 3.
The evaluation consisted of an image retrieval task, i.e., each of the 447 images (149
morning X 149 afternoon x 149 night) was compared to the rest, aiming at determining
whether matches found in each pairing were enough to create a fundamental matrix (i.e.,
satisfy the epipolar constraint).

By means of these trials, a tool that allows visualization and comparison of the
results, known as the similarity matrix, could be constructed. Figure Sa illustrates the
similarity matrix at the end of this experimentation.

Each black dot represents a positive match detected in a pair of images, i.e, that they
belong to the same site. In order to build a ground truth matrix (Figure 5b), all pairing
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Fig.5. Similarity matrices. Each point (dark regions) within the matrix represents a
correspondence detected in a pair of images from different sequences. On the left side, figure
Sa illustrates the results of our method. Figure 5b, on the right, plots the expected result.

images were carefully examined by the main author of this work, who visually decided
which pairs of images were positive or negative matches. From Figure 5, it is to note
that the similarity matrix derived from our method significantly resembles the ground
truth. However, two special cases arise: False Positives and False Negatives. The former
allude to additional points found in the figure’s white zone, where matches would be
assumed to be null.

Further, our results reveal a black box at the upper left side of the matrix. These
artifacts, although located on the main diagonal, are made up of dots that should not
exist, namely, False Positives.

False Negatives, on the other hand, refer to those images in which, despite depicting
the same place, no correspondence between pairs of images was detected. Both cases
constitute specific problems in the performance of the proposed method. In order to
evaluate the presence of false positives and negatives in the performance or our method,
we used a Precision-Recall (PR) curve, shown in Figure 6.

From the curve, it can be clearly perceived that as recall increases, precision
decreases, though in a very low proportion. The accuracy achieved is considerably high,
obtaining a maximum value of 0.9523, dropping only to 0.8371. The sensitivity factor
also produces favorable results. In spite of the minimum value of 0.0519 being quite
low, it reaches the recall limit of 1 with a still high precision. Taking these data into
account, added to the fact that the area under the PR curve is of great dimension, it is
possible to establish that our methodology achieved a strong classification capacity.

For comparative purposes, our dataset was additionally evaluated under a
methodology with different modus operandi: the fast appearance-based mapping
algorithm, or FAB-MAP [5].

FAB-MAP is one of the most popular solutions for VPR based on local image
features. This approach turns to probability for the identification of locations and also
employs a BoW model built upon appearence-based features, e.g, SIFT and SURF.

Despite representing an important milestone within the state of the art, its
performance struggled to obtain favorable results in our database. As evidenced in
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Fig. 6. PR curve produced by GFTT-SIFT detector-descriptor combination. It is noteworthy how,
while the recall increases (up to a value of 1), precision decays only to a rate close to 0.85.
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Fig.7. FAB-MAP Precision-Recall curve. The prevalence of a high accuracy index (0.85) is
notable. However, as Precision diminishes, Recall reaches just an index near 0.15.

Figure 7, whereas Precision drops close to 0.85, only a 0.15 Recall is reached. Such
score indicates that although this methodology was able to discriminate most of the
possible False Positive cases, there were a large number of False Negatives.

The latter is verified through the generated similarity matrix, depicted at the left of
Figure 8). From the analysis of Figures 5 through 8 of this section, we can establish
that the proposed algorithm, based on a detector-descriptor combination (GFTT-SIFT)
under a geometric strategy, outperforms a learning-based method, such as FAB-MAP,
for recognizing previously visited places subject to dynamic conditions (spatial, lighting
and occlusions).

6 Conclusions and Future Work

In this work we presented a novel database for previously visited places in the context
of VPR. The main particularity of these images is the set of challenging conditions for
computer vision techniques.

Our video sequences were captured at different times of the day, yielding a
combination of spatial and illumination changes, occlusions, similar elements with
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Fig. 8. Similarity matrix generated by FAB-MAP (a) compared to the similarity matrix obtained
through our method (b). The presence of a large number of False Negatives can be seen,
reinforcing the low recall shown in the PR curve of Figure 7.

high repeatability and even environmental factors that may cause confusion, such
as the sky. On the basis of our experiments, we realize that classical computational
algorithms, as combinations of detectors and local feature descriptors, generate
sufficiently good results in location recognition with greater speed and simplicity and
without compromising reliability, in comparison with a state of the art methods that
uses BoW.

We conducted an exhaustive search for the best detector-descriptor combination for
VPR. The Good Features To Track feature detector, along with the SIFT descriptor,
exhibited high robustness in identifying reliable features that corresponded to important
regions in the environment even in adverse situations such as changes in lighting due to
the different day hours.

The designation of the fundamental matrix as a geometric constraint was a relevant
addition for frame classification. Although it is most often applied to tasks such as visual
odometry, it proved to be a solid and accurate method for the identification of previously
visited sites. Our methodology, by itself, was able to produce highly successful results.

From a Precision-Recall Curve, a high measure of sensitivity (recall) was achieved
with a very low decrease in pecision. Finally, these results are supported by a
comparison against a learning method considered a milestone in the state of the art:
FAB-MAP. The obtained plots exhibit a very low recall for this probabilistic algorithm,
as well as a larger drop in precision. Thus, it is demonstrated that our appraoch is able
to perform accurate, fast and simple VPR, without the need to rely on large quantities
of training data, nor consuming high computational time.

As future work we intend to analyze the incorporation of techniques that provide
different perspectives to the geometric ones, for instance, detector-descriptor pairs used
for visual attention. In this way, we could address the highly challenging cases that
could not be completely solved under the proposed methodology. We also aim to test our
methodology under public and commonly used databases related to the VPR problem,
for instance [29, 30].

Similarly, we are looking forward to publishing our novel dataset in a public
repository so that other researchers can make use of it.
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Abstract. Air pollution is a major problem in almost every large city since
the affections to human health are numerous, including damage to tissues and
an increase in respiratory-related events. Many cities maintain a monitoring
system in order to measure the level of several contaminants such as ozone
and carbon monoxide that are particularly harmful to humans. By analyzing
the temporal dynamics of those pollutants, authorities may decide to increase
mobility constraints or activate contingency plans aiming to reduce the pollution
levels. The Air quality authority in Mexico maintain a system of over 20
monitoring stations that serves the Metropolitan Area of Mexico City, covering
an area of over 300km?, and sampling every hour the air for seven pollutants.
Based on public data, we applied unsupervised learning algorithms, in particular
anomaly detection algorithms, to unveil relevant patterns in data. An anomaly
is an observation that does not resemble, under an unknown metric, the vast
majority of instances within a dataset. By applying existing anomaly detection
algorithms, we identified several observations of pollutant concentrations that
differ from the rest of the observations. The existence of anomalies in the air
pollution dataset indicates a qualitative change in the pollution dynamics over
time, and the adequate identification of anomalies provide specialists with more
information about those changes.

Keywords: Air pollution, monitoring system, contaminants, anomaly detection,
pollution dynamics.
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1 Introduction

The identification of elements that do not resemble the remaining objects from the same
collection is a sign of intelligence [5]. An anomaly is an instance that, under certain
unknown metric, do not resemble the rest of the elements in the same dataset. Detecting
such anomalies is an open task, and several disciplines have dedicated considerable
effort to try to solve it. Artificial intelligence has proposed some ideas aiming to identify
anomalies by one path or another. In particular, the techniques defined as unsupervised
learning have proven to be particularly relevant.

Unsupervised learning is a field in artificial intelligence aiming to learn from data. It
is an open task since it is usually unclear what can be learnt from data, and how to fulfil
this task is a prolific field. Several aspects can be learnt from data. A rather common
aspect to learn is the separation in clusters. A different aspect to learn is whether an
observation is anomalous with respect to the rest of the instances within a dataset [28].

The identification of such instances is an open task, and the techniques and
approaches that aim to identify them is known as anomaly detection (AD) [21]. Given
a dataset, a rather important question to ask is if all observations, instances, data, or any
other synonymous term, were generated by the same mechanism. Whatever the process
or structure under study, AD algorithms aim to identify a subset of observations that
differ, under an usually unknown metric, to the rest of the elements. Anomaly detection
aims to identify, within an unlabelled dataset, those instances or vectors that deviate
from a common description found in the vast majority of vectors.

There are, in fact, two instances of anomaly detection. The first one is closely related
to classification under unbalanced classes. In this scenario, each observation or vector
is labelled as either common, normal, or any other synonym or as anomaly. The former
is in general much more abundant than the latter, and thus, there is an unbalance in the
classes. This scenario is of higher relevance, since in many applications of data science,
it is not known before hand what instances constitute anomalies and which ones are
common observations.

We are more interested in the second scenario for anomaly detection. In it, the vectors
are not labelled and thus, the algorithm has to infer the class of the vectors, or assign an
anomaly degree to them, based on undisclosed properties of the data.

Since the properties of the data that are to be taken into consideration for telling apart
anomalies from common vectors are not unique, several alternatives exist. Some vectors
can be identified as anomalies under certain assumptions, and not under a different set
of premises. The working hypothesis is that observations that significantly differ from
the common or usual observations are an indication of the presence of an additional
mechanism that threads in the usual mechanism.

In this contribution, we face the problem of detecting anomalies in the air pollution
levels in Mexico City from 2011 to May 2022. In this context, an anomaly corresponds
to a set of measurements of different pollutants that do not resemble the vast majority
of the observations.

Anomalies are relevant since they indicate that, besides the obvious errors from
faulty equipment or human error, the observed system is affected by an additional
mechanism. The dynamics of the atmosphere, although well understood, are far from
being completely characterized.

Research in Computing Science 151(10), 2022 30 ISSN 1870-4069



Unsupervised Learning Algorithms are Able to Identify Relevant Patternsin the Pollution Data ...

When, in the context of urban pollution, an anomaly is present, it us suspected
that changes in the variables that affect the density of pollutants have occurred. The
occurrence of such changes is important in order to apply relevant decisions to diminish
the use of vehicles and to reduce the activity in certain industrial sectors. The rest of
this contribution goes as follows. In section 2 we briefly describe the problem we aim
to understand, that is, the air pollution in Mexico City.

We briefly describe the impact in health of some of the measured pollutants. We also
describe the monitoring system that allows the existence of massive data. In section 3
we describe the anomaly detection algorithms that are to be applied to the pollution
data. We proceed to describe some of the main results in section 4, and we end by
offering some conclusions and discussing what we think are some the most prominent
aspects of this contribution in section 5.

2 Air Pollution Monitoring in Mexico City

Air pollution has several consequences in human health. It can increase respiratory
problems and damage tissues. [9, 15, 19, 24, 26]. Some of the suspended pollutants
with the highest impact in human health are:

1. CO. When carbon monoxide is inhaled, it replaces the oxygen in the blood. CO
causes damages in vital organs like the brain and heart.

2. NO. Nitric oxide causes irritation in the nose, throat and lungs. In high
concentration, NO reduces the oxygen in blood causing headaches and fatigue. A
longer exposure may cause pulmonary edema.

3. NO2. Breathing Nitrogen Dioxide can aggravate respiratory diseases and
produce asthma.

4. NOX. As well as NO2, NOX can produce asthma and increase risk of
respiratory diseases.

5. 03. Ozone produce throat irritation, chest pain, lung inflammation and asthma.

6. PM10. These small particles can infiltrate the lung tissue and get into bloodstream,
provoking heart or lung disease.

7. PM2.5. Breathing PM2.5 can damage lung function causing asthma and
heart disease.

8. SO2. Sulfure dioxide can cause inflammation of the throat and the lungs. Also can
produce asthma.

The Mexico City Atmospheric Monitoring System (SIMAT) is composed by
eight automatic equipment and seven manual equipment; and it is divided in four
sub-systems:

1. Automatic Atmospheric Monitoring Network (RAMA).
2. Manual Atmospheric Monitoring Network (REDMA).
3. Meteorology and Solar Radiation Network (REDMET).
4. Atmospheric Deposit Network (REDDA).

In addition, a laboratory for the physicochemical analysis of samples (LAA) and a
data processing and dissemination center (CICA) are also supporting SIMAT.
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In this contribution, we rely on data generated by the RAMA system. SIMAT
started operations in the year 2000, and in 2003 it incorporated the measurement of
PM2.5 particles; and it is responsible for the permanent measurement of the main
air pollutants in Mexico City and its metropolitan area, with more than 40 air quality
monitoring stations.

The monitoring carried out in the metropolitan area of the Valley of Mexico covers
the 16 delegations of Mexico City, as well as 12 suburban municipalities of the State of
Mexico, which are: Acolman, Atizapan de Zaragoza, Chalco, Coacalco de Berriozébal,
Ecatepec of Morelos, Naucalpan de Judrez, NezahualcOyotl, Ocoyoacac, Tepotzotlén,
Texcoco, Tlalnepantla de Baz and Tultitlan [6].

An atmospheric monitoring station consists of a stand that contains various
equipment intended to measure the concentrations of one or more air pollutants and
certain meteorological parameters. Manual stations, normally, after carrying out the
sampling of contaminants, the sample is transferred to a laboratory for analysis.
Automatic stations are those that are integrated with automatic and continuous
measurement equipment. Each monitoring station is classified by its coverage area,
following the U.S.

Environmental Protection Agency criteria (micro, local, neighborhood, city or
regional), its location (urban or rural) and the predominant source of air contamination.
The emissions inventories are defined by the predominant source of air contamination
in the area where the monitoring station is located. The main emission sources in an
urban development include generally industrial plants of all kinds, vehicles with diesel
engines, internal combustion, power plants, incinerators, and heating equipment. The
stations are classified into [12]:

1. Mobile or vehicular traffic, when the predominant source of emission is from roads,
parking lots and/or vehicle service shops.

2. Area, when the predominant emission source is from services such as restaurants,
dry cleaners, wineries, shopping malls, etc.

3. Biogenic, when the predominant emission source is related to streets unpaved,
parks or empty lots.

4. Fixed, when the predominant emission source is from an industrial area.

The prediction of pollutants in several cities have been tackled by several artificial
intelligence techniques. In [2], authors applied neural networks to detect changes in
the ozone concentration in urban areas in Vilnius. Prediction of ozone in a large
metropolitan area was performed via machine learning and statistical methods in [20]. A
deep learning approach was applied in [3] with the objective of predict the concentration
of several pollutants. In [18], neural networks were applied to detect temporal pollution
patterns in a large metropolitan area.

3 Anomaly Detection Algorithms
An outlier is an instance or observation that falls off the range of the expected or usual
data [10]. The term outlier is usually associated to observations that were obtained by a

faulty process, such as errors in measurement, transmission, or human-caused mistakes.
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In general, outliers tend to be discarded from datasets since they tend to affect
performance metrics, and are considered errors. The term anomaly has been applied
to refer to those instances that are different from the rest but that are not considered
as errors. More modern on anomalies suggest that they may be an early indicator that
some changes in the forces behind the observed phenomena are changing [16], or that
a different mechanism is in play [21].

The identification of anomalies is an unsupervised learning task. What the algorithm
has to learn is a function that tells apart expected or usual observations from the
anomalies within the data. It is an open task since it is not clear neither what that
function should be nor what parameters should take.

Traditional statistical techniques have proven valuable to detect outliers. Statistical
approaches have offered a deep understanding of air pollution dynamics based on a
detailed analysis of air quality data. For example, fig. 1 shows the result of applying
two statistical approaches to identify outliers.

The first method is based on the Z-score, which constitutes a distance between the
mean of the sample and the observations, weighted by standard deviations. This method
identifies as outliers the observations that fall at the extremes in the range.

The second method is median absolute deviation (MAD). In MAD, if the difference
between the observation and the mean of the sample is greater than a certain value,
expressed in standard deviations, that observation is declared an outlier.

However, the use of statistical methods presents constraints. First, only observations
below or above a certain threshold are identified as outliers, which clearly is insufficient
to cope with the complexities of real-world phenomena. Second, when the number of
dimensions increases, these techniques fall short of being reliable. In third place, the
questions that can be answered based on this approach are limited.

From the same data, relying on unsupervised learning algorithms, a different set of
questions can be answered. For example, we can ask What is the typical profile of the
observations within a certain period for a large group of pollutant, or How different are
two groups of observations in terms of their measured pollutant concentration.

In order to try to answer these last two questions, and some other relevant ones, we
relied on four anomaly detection algorithms. These four algorithms are of different
nature from each other. The four methods make different assumptions in order to
compute a metric that is common in the vast majority of the observations, and that
is not present in the anomaly set of instances.

3.1 Local Outlier Factor

Several families of anomaly detection algorithms have been created in more than two
decades of active research. In particular, those focused on the analysis of nearest
neighbors are of particular relevance, since the relative size of the neighborhood are
a free parameter and thus, a wide sensitive analysis can be conducted.

Local Outlier Factor, o LOF [4], or LOF, is one of the best-known anomaly detection
algorithms that take into account the surroundings of each vector in order to compute
an anomaly index. Here, a vector v is characterized in terms of its k nearest neighbors.
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Fig. 1. Identification of outliers based on statistical tools. Top left: Histogram of O3 concentration
at the Iztapalapa station for several years. Top right: Boxplot of the same information. Bottom:
Time series of the concentration of the pollutant per day. The days that constitute outliers are
always in the extremes of the range of values for Os.

Each of those k£ neighbors is in turn characterized in terms of its nearest k
neighbors. Once the characterizations are concluded, the descriptions obtained from
v are compared to those obtained from its k£ neighbors.

Technically, a vector v is described by a k-distance. k-distance(v) is the distance
from v to the k—nearest neighbor. The set of neighbors within reach of v based on
k-distance(v) is denoted as Ni(v). The reachibility distance from a second vector w
and v is given by reachability —distancey, (v, w) = max(k-distance(w), d(v, w)), where
d is a distance function. All k—neighbours of w will be characterized by the same
reachability distance. It should be noted that the reachability distance may be greater
than the actual distance. The benefit of this substitution is that it offers more stability
for certain distributions.

From the reachability distance, vector v is further described by its local reachability
density, defined as:

(2 we Ny (v) Teachability — distancey, (v, w))

, 1
o)) M

lrdi(v) =1/
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Irdy(v) is a measure of the reachability of vector v from its neighbors. In particular,
it is the expected value over all the elements in N (v), that is, its k—neighbors. From
this quantity, the local outlier factor or lof is computed:

o ZweNk(v) lrdk(w)
LORW) = T8 o) X Irde@) @

when LOFj,(v) > 1, the local density of v compared to that of its neighbors Ny (v)
is lower. On the other hand, if LOF(v) < 1, it means that vector v presents a higher
density of vectors. The former case defines v as an outlier, whereas the latter defines
it as an inlier. In this contribution we will refer to both cases as anomalies. The more
distant from 1 , the higher the anomaly level.

The control parameter % allows for an increase of the neighborhood and thus. In the
extreme case, when k equals the number of elements in the dataset, leads to a global
comparison. There is not, however, a formal criteria to identify the correct value of k.
As in any other anomaly detection algorithm, if the criteria, in this case defined by the
neighborhood size changes, the outcome can also change. This leads to instabilities, but
is a problem not tracked in this contribution.

3.2 Isolation Forests

In a high-dimensional feature space, the relative isolation or concentration of a vector
offers a path for comparison. Instead of relying on concepts of distance, which are
well-known to affect high-dimensional data, the algorithm of isolation forests (/F)) aims
to quantify the anomaly level of each vector based on the effort of isolating it via random
decision boundaries [14].

The idea of IF is based on exploration of points based on binary trees. In a
N —dimensional space, an hyperplane of dimension N — 1 is needed to create
two non-overlapping regions (see fig. 2). For each vector, /F randomly selects the
dimensions (axis) to create a boundary, and it decides the location of the boundary
selecting at random a cut point within the available range.

If the vector of interest is the only within the newly formed region, then the vector
is isolated and the number of decision or cuts is linked to the vector. If the vector of
interest is not alone in the region, then the algorithm focuses its efforts in that specific
region and recursively tries to isolate that vector.

Since IF asks binary questions (Is the vector isolated or not?), a binary tree is

generated. Graph theory tells us that the number of questions (decisions) needed to
2(N -1
identify a node within a binary tree is given by C(N) =2 x H(N — 1) — %,

where N is the number of points in the dataset [22]. Based on C'(N), it is possible to
compute an anomaly score. If the number of expected trees (decisions) that was needed
to isolate vector v is E(h(v)), the anomaly level is given by:

E(h(v))
s(v,N) =2 C(N) 3)
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Fig. 2. The difficulty associated to isolating a vector based on random isolation trees is a measure
of its anomaly level. The easier a vector is isolated from the rest, the higher its level of anomaly.
A vector is isolated when no other vector is contained within the isolated region. The blue vector
is harder to isolate than the red one. The process is repeated several times in order to attain a
robust measure. The expected number of decisions is taken into account to assign an anomaly
level to each vector. Two iterations are shown in the figure.

The closer to 1 is s(v, V), the higher the anomaly level of vector v. The approach
followed by IF is rather useful since it does not rely on distances, which can be a
problem in high-dimensional.

3.3 Support Vector Machines

A support vector machine (SVM) can be thought of as an algorithm that maps data into
a particularly relevant high-dimensional space. In this mapping space, vectors from two
different classes tend to be placed in different regions so that an hyperplane can tell
apart the label of the mapped vectors.
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SVM constitute an instance of classifiers that map data to a different space so that
a linear function can decide the class of the studied vectors [7]. In particular, the
hyperplane is placed so that the distance from it to the closest vectors of each class,
the support vectors, is maximized. SVM map data to the high-dimensional space via a
kernel function. This kernel takes as arguments the dot product of the description of
each vector. Based on a nice mathematical property derived from Mercer’s theorem, the
computationally demanding projection to that new space is not explicitly performed.

This kernel trick allows the generation of ultra high-dimensional (or
infinite-dimensional) spaces in which the decision function can easily classify
vectors. The mathematical details of the method, though powerful and highly
interesting, are not required its application as anomaly detectors. What is required is
the particular method known as one-class support vector machine [25].

In one-class SVM, the algorithm is trained with instances of the usual or expected
class. The binary function computed by the trained SVM will return the same value for
all vectors in the training set, which are assumed to belong to the same class, which is
the usual or expected class. That value, by convention, is 1. When the trained SVM is
presented with a vector that does not belong to the same class, that is, which constitutes
an anomaly, the decision function returns a -1.

SVM have been successfully applied as anomaly detectors in several contexts. In
particular, anomaly detection in time series has proven to be a relevant tool [27]. In
[17], SVM are applied to detect anomalies in data obtained by hundreds of sensors
in a petroleum facility. The performance of SVM is these and many other cases
is outstanding.

3.4 Autoencoders

Deep architectures have been successfully applied in several classification tasks [8]. For
the anomaly detection problem, in which there is no ground truth about the nature of
the observations, an interesting approach comes from the application of autoencoders
(AE) to detect anomalies in unlabeled data. Trained AEs aim to recover the input data at
the output layer. The architecture of this type of networks consists of three blocks [11].

The first one is the encoder. In this stage, the usually high-dimensionality of the input
space is reduced. This stage constitutes a case of dimensionality reduction, in particular,
a non-linear one. The encoder maps input data to a latent space, which constitutes the
second block. The latent space is in general of a lower dimension that the input space.
It is in this latent space that instances that are anomalies are revealed, since the usual
or expected vectors tend to be clustered together, whereas the anomalies tend to form a
different cluster [23]. The third block is the decoder, that tries to reconstruct the original
or input data from its low-dimensional representation in the latent space.

In an autoencoder, the number of neurons in the input and output layers is the same.
In particular, we built an AE with two hidden layers, each defined by three neurons.
There are several paths to compute anomaly levels in an AE. The one we relied on is
based on the expected distances in the latent space. By computing a histogram of the
expected distances, a decision can be made concerning the cutoff for the discrimination
of anomalies and regular or expected vectors. Those vectors with a large distance,
compared to the distance shown by the majority, are identified as anomalies.
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Fig. 3. Anomalies detected in the time series of the average daily concentration of O3 (A) and
CO (B) recorded at the Tlalnepantla station. The days detected as anomalies by IF only are
shown as red filled circles, the days identified as anomalies by the autoencoder only are shown as
red squares, and the days identified as anomalies by both methods are shown as stars.

4 Results

From the massive dataset of pollutants, several relevant questions can be answered by
relying on machine learning, specifically, in unsupervised learning. The first and most
obvious one within this contribution is that of the existence of anomalies. We present in
this section some of the results of applying anomaly detection algorithms to the large
dataset generated by SIMAT.
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Our analysis was conducted focusing on monitoring stations separately in order to
disregard the spatial dynamics of air pollution. For each station, we followed two paths
of analysis. In the first one, a time series was constructed for each of the monitored
pollutants. Instead of detecting changes in consecutive observations, we applied a
different approach in order to detect more relevant changes.

For this, a sliding window of size k = 6 was applied to the time series in order to
embed that point of k coordinates as a point into a k¥ = 6— dimensional space. This
embedding is a rather common procedure in anomaly detection of time series [1]. This
approach is able to detect relevant patterns in data. Once the time series is embedded
as described, the anomaly detection algorithms are applied in the k— dimensional
embedding space.

Fig. 3 shows the time series of C'O and O3 for Tlalnepantla station from January 1st,
2011 to May 30, 2022. The days detected as anomalies by IF or by AE are indicated
accordingly. It is also shown some of the anomalies as well as some of the expected
or usual days. Some days are identified as anomalies by both methods, some others by
only one of them, and the majority are not identified as anomalies.

An anomaly in this context is a sequence of six consecutive hours or days,
depending on the case, that, in the £ = 6-dimensional space, does not resemble certain
characterizations that are common along the vast majority of the observations. For the
IF algorithm, this means, for instance, that the anomalies are rather isolated from the
rest of the points in the embedding space since it was easier to isolate it than expected.

For the case of LOF, this means that the sequences detected as anomalies are
characterized by neighborhoods that are rather different, in terms of proximity and
density, than the neighborhoods of the majority of the vectors. Consecutive observations
,as those observed in 3-A upper left, may differ in nature, that is, one might be an
anomaly, and the next one may be an expected observation. Once again, we remind the
reader that the algorithm works in the embedding space, not in the time series itself.

In the second approach of anomaly detection, each station is characterized in
terms of the concentration of six pollutants: CO, O3z, NO, NOs, PM10,50>. That
is, for a given station and hour, a point in the six-dimensional space of pollutants is
generated. In this approach, anomaly detection algorithms are applied to the points in
this six-dimensional space.

Although some sensors suffered occasional problems affecting the records, this does
not affect the anomaly detection scheme, since we are not interested in consecutive
hours, as is the case for time series analysis. The anomaly detection scheme is applied
in the feature space defined by the concentration of the six mentioned pollutants.

Fig. 4 shows the 65,798 recorded hours from January, 2nd 2011 to 5th May
2022 at the Tlalnepantla monitoring station. Each hour is linked to a point in the
six-dimensional space of pollutant concentration.

It is in that space that the four algorithms are invoked. In 4-A, it is shown, in the
y-axis, the ratio of the average pollutant concentration at the corresponding hour and
the distance, in the six-dimensional space, from that observation to the next available
one. It is also indicated whether the observations at a certain hour were detected as
anomalies by one of the four anomaly detection algorithms.
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The numbers on top of A indicate the number of instances, per year, that were
detected as anomalies by the specified algorithm (label at the right end). The number
of usual or expected (non-anomalies) observations is also indicated. The number of
observations that were detected as anomalies by one, two, or three anomaly detection
algorithms is also displayed.

From fig. 4 it is already available some information that could not be obtained by
traditional statistical approaches. As a preamble, 5,822 out of the 65,798 hours were
identified as anomalies by at least one algorithm. From the algorithms included in this
contribution, SVM is the more stringent one. Only 245 observations were detected as
anomalies, and in several years, no anomalies were identified by this method.

Interestingly, though, is that the years 2021 and 2022 are the ones with the highest
number of identified anomalies by SVM. This may indicate a change in the dynamics
behind the sources of pollution. Indeed, this time frame corresponds to mobility
constraints imposed by the government in order to reduce social contact as a policy
to reduce SARS-COV?2 contagions. The remaining three methods do not present this
change in the number of detected anomalies.

As was already stated in the Introduction, different anomaly detection algorithms
make different assumptions in order to identify peculiar or dissonant observations.
Fig. 4-B shows a comparison, based on visualization of different categories (a kind
of Venn-diagram for several sets) [13], of the intersection among the four anomaly
detection algorithms and the non-anomalies in the data. In blue, it is shown that the
majority of observations were not detected as anomalies. 8.8% of the observations
define the set of anomalies, identified by at least one of the methods.

The autoencoder (AE) is the most sensitive one, as observed by the high number
of anomalies detected by it (4,707). LOF is the second most sensitive algorithm,
as it records 1,181 anomalies. However, the observations detected as anomalies by
these two algorithms is rather low, 68 exclusively detected by those two, plus 2 more
anomalies detected also by SVM. The methods with the highest overlap were /F and the
autoencoder, with 277 common observations.

In fig. 4-C, it can be seen the expected (typical) observation of the six pollutants
detected as usual, or anomalies accordingly to one of the four described algorithms. It
is clear the difference between the usual observations (blue) and the anomalies (red).
In 4-D, it is shown the distribution of the number of anomalies in the specified hour of
the day. The hour with the highest number of anomalies is at 8:00. The reasons of this
are still under deeply research, but there is evidence that at this time, the changes in
temperature and mobility are rather important factors.

Interestingly, no observation were detected as an anomaly by the four methods. Only
64 four observations were detected as anomalies by at three methods, and the only of
such anomalies for 2022 is shown in fig. 4-E. This observation corresponds to March,
22nd. at 9:00.

The points that are anomalous indicate that at a certain hour, the concentration of
the six pollutants was rather different to the concentration observed in the majority of
points in the six-dimensional space.
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Fig.4. Anomalies focused on hourly observations at Tlalnepantla station, from 02.01.2011 to
21.05.2022. A. Hourly measure of six pollutants. In the y-axis, it is shown the ratio of the average
concentration of pollutants at the specified hour and the difference to the set of measurements in
the next available hour. It is indicated whether a particular set of observations was identified as
an anomaly by any of the four algorithms. It is also shown the number of observations detected
by one, two or three algorithms (1AD, 2AD, 3AD). B. UpSet visualization of the intersections
among the four anomaly detection algorithms. C. The distribution of anomalies along the 24
hours. The hour with more anomalies in this station was at 8:00. D. The expected concentration
(normalized) of the pollutants for each of five cases: usual (expected) observations, detected as
anomalies by: IF, LOF, SVM, AE. E. The only observation detected as anomaly by three methods
during 2022.
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5 Discussion and Conclusions

The identification of certain observations that do not resemble the rest of the
observations in a dataset is a peculiar, and rather interesting case, of pattern recognition
in particular, and of artificial intelligence in general. Although some researchers
consider anomaly detection a special case of classification, we stick to a different
perspective, in which both tasks are inherently different.

Classification relies on the existence of an assigned label or class to each vector,
whereas in anomaly detection, the algorithm has to infer the label for each observation.
The label may be either usual or anomalous observation. The second approach for
anomaly detection is more complex since the metric to compare observations is
unknown and has to be learnt from the existing data. Besides, the criteria to decide
whether an observation constitutes an anomaly or not is not unique.

In this contribution, we applied existing anomaly detection algorithms to air
pollution data in the Metropolitan Area of Mexico City. The main goal behind our work
was to identify non-trivial observations, that is, groups of data from different pollutant
sensors, that are rather different to the majority of observations. Those anomalous
observations denote special atmospheric circumstances that may indicate transitory
changes in the mechanisms and variables that affect the dynamics such as wind,
temperature, changes in mobility, among others.

For the case of one station, that of Tlalnepantla, the anomaly detection algorithms
identified some relevant patterns. For instance, the average concentration of six
pollutants of the anomalies detected by the four methods present a wide range. Since
in anomaly detection there is no ground truth, it is relevant to capture several possible
profiles for some of the possible anomalies.

In particular, we applied Isolation Forests, Local Outlier Factor, support vector
machines and autoencoders to the data collected by the Air Quality Authority of The
Metropolitan Area of Mexico City. The existing data includes hourly observations of
over thirty stations and covering seven different pollutants. We focused our efforts in
a subset of the dataset in order to communicate the relevance of applying anomaly
detection algorithms to air quality data. To our knowledge, this has not previously
been conducted.

Artificial Intelligence tools provide insight into complex phenomena by detecting
patterns that otherwise could not be elucidated. In this sense, this contribution describes
the use of an instance of unsupervised learning to a complex phenomena, that of air
pollution in large metropolitan areas.

Our main conclusion is that the nature of patterns that can be detected by the use of
relevant tools is of a subtle nature, and this patterns provide more information to better
understand, in this case, the dynamics of air pollution in Mexico City. Several paths are
open for future work. For instance, several other anomaly detection algorithms can be
applied to the same pollution dataset.

In a more insightful perspective, atmospheric attributes such as pressure,
temperature, and humidity may be included in the analysis to gain a broader perspective
of the dynamics of pollutants.
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Abstract. Biological sequences contain a significant amount of genetic
information from living organisms. The analysis of these sequences can provide
information that might help biologists better understand them. The discovery of
frequent patterns from a specific DNA sequence has become one of the greatest
challenges in the application of data mining techniques. This is especially true
for those sequences whose length is extensive and/or the number of frequent
patterns generated exceeds the time needed to fully reveal themselves. There is a
considerable time and effort for obtaining sequential frequent patterns when the
methods utilized are based on Apriori algorithms such as GSP or Key-segment.
However, these methods can be enhanced and improved. In this paper, we
propose a sequence mapping-based algorithm designed to improve the search
for contiguous frequent patterns in a single DNA sequence. Our experiment was
applied over 11,230 DNA real different sequences with lengths between 118 and
52,255 nucleotides, obtained from a real biological database. This experiment
demonstrated a faster algorithm for frequent pattern mining on DNA sequences
compared with other related algorithms.

Keywords: Data mining, sequential pattern mining, frequent contiguous
patterns, DNA sequences, bioinformatics.

1 Introduction

Large DNA sequences are often composed of several short frequent subsequences that
play important functional or structural roles in a living organism [17]. One way to study
this is through Frequent Pattern matching [1], which has become a relevant area of
research for bioinformatics [4-8, 12, 13, 19-22]. Even though in recent years, several
approaches to identify frequent patterns on sequences have been proposed [2, 14], some
of them must scan the sequence multiple times to obtain even only the subsequences
frequency, which increases the computational effort to read the sequences.

To reduce this complexity, other algorithms perform non-exhaustive searches
because they are only able to find fixed-length frequent patterns [9, 15]. However,
there is no guarantee that major additional relevant frequent patterns can be found.
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Fig. 1. General approach for proposed frequent pattern algorithm.

Finally, some algorithms can only validate whether a subsequence is a frequent pattern
or not [10].

For the algorithms that perform exhaustive searches, there are the classic algorithms
such as PrefixSpan, Spade, SPAM, and GSP [2] which perform searches using
algorithms such as Naive, KMP or Boyer Moore [11]. New approaches have appeared
and demonstrate better performance than classic algorithms, such as Key-segment
introduced by Mao [14], which allows the use of a compact data structure to be retained
in memory resulting from sequences scanning.

The Mao’s algorithm is based on GSP [3] and is used to mine key segments from long
DNA sequences. This method uses an exhaustive search to identify frequent patterns,
thus the results are more effective than more classic techniques. However, this operation
still consumes considerable time to perform its analysis since the sequence must be
scanned every time in accordance with the number of occurrences in order to obtain
each frequent subsequence.

Despite several researches design to determine frequent patterns, using enhanced
algorithms to determine variable length frequent DNA sequence patterns, a significant
challenge remains. In this paper, we present an algorithm where the frequent subsequent
nucleotide sequences can be identified within a single DNA sequence using a novel
mapping technique.

Obtaining these kind of patterns in a single DNA sequence is important because it
can establish the basis for discovering more complex behaviors, such as motifs. The
most frequent subsequence patterns with variable length will result as output for this
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Algorithm 1 Map generation

INPUT: sequence - sequence to be mapped
OUTPUT: map - the obtained map

1: function GENERATEMAP(sequence)

2: for each nucleotide in sequence do
3: map|char][lastltem] < [Pos, nextChar]
4: end for

return map
5: end function

proposed method. The emphasis on finding repeated nucleotide subsequences with
different sizes promises to have a significant and positive impact in many fields of
genetics and bioinformatics.

The remainder of the paper is organized as follows. Section 2 introduces the proposed
algorithm and describes in detail each stage. The experimental results and a comparison
with other related algorithms are discussed in section 3. Finally, in section 4 conclusions
are presented.

2 Proposed Algorithm

To identify frequent patterns in a single DNA sequence, the proposed algorithm is
formed by three stages: sequence mapping, candidate subsequences generation and the
assessment for those candidate subsequences. Figure 1 presents these stages. The first
stage creates a map from the sequence that can be utilized to perform a fast search to
obtain frequencies of subsequences.

Then, the stages that follow will iterate the frequent patterns. In these iterations, the
generation of candidates is performed (stage 2), and the process follows by obtaining
their number of occurrences (stage 3). During these iterations, all those candidate
subsequences whose occurrence numbers are greater or equal to an established
threshold will be used as a source to create new candidate subsequences.

Stages 2 and 3 will be iterated until the number of candidates, that fulfill the threshold
condition, becomes zero.

2.1 Sequence Mapping

As part of the proposed process, the first step consists of transforming the DNA
sequence into a map represented as a table. In this tabular abstraction, the rows represent
each different element in the sequence, i.e. a row for each nucleotide (A, C, G, T).

Every row stores a set of pairs formed as following: (Pos, nextChar), where Pos
represents the position of the nucleotide within the sequence and nextChar represents
the next element. The Algorithm 1 shows the process of creating the map.

The resulting map will be used to obtain the frequency for every possible candidate
that will be generated in next stage.

ISSN 1870-4069 47 Research in Computing Science 151(10), 2022



Luis Heriberto Garcia-1slas, Anilu Franco-Arcega, et al.

Algorithm 2 Candidate generation

INPUT: CandidateSubsequences - the set of candidates that will be used as base to generate
new ones
OUTPUT: NewCandidates - the obtained new candidates

1: function GENERATECANDIDATES(CandidateSubsequences)
2 alphabet + [A,C, G, T]

3 for each CandidateSubsequence do

4 for each letter in alphabet do

5 NewCandidate <— CandidateSubsequence + letter

6 if NewCandidate[2:length(NewCandidate)] exists in CandidateSubsequences

then
7: NewCandidates = append(NewCandidate)
8: end if
9: end for
10: end for

return NewCandidates
11: end function

2.2 Candidate Subsequence Generation

This stage is performed in two steps: the initial stage and the followed by iterative
candidate generation. The first occurs right after stage 1 is concluded and requires the
initial candidate generation, which consists of creating 2* 2-length candidates by using
the nucleotides alphabet.

The second will be an iterative process. For each iteration ¢, the generation process
uses the n-length survivor candidates of iteration i-/, which are obtained in stage 3, in
order to create new ones.

For each survivor candidate, this step will generate (i+1)-length possible
new candidates by adding all of the chars from the alphabet, to each one,
i.e. if "AA” is a survivor candidate, four new candidates will be created as
{"AAA”AAC””AAG”,”AAT”}. Then, every possible new candidate will be evaluated
by using anti-monotone property of support [18] which is applied to avoid generating
unnecessary candidates.

The process of generating subsequence candidates can be observed in Algorithm 2.

2.3 Candidate Subsequence Assessment

Once all new candidates have been created, the next stage will consist of the
candidate subsequences assessment. To perform this, a novel approach for obtaining
their frequency is proposed. This can be observed in Algorithm 3 where a process
is employed to locate all pairs (pos,nextChar) in the map, traveling the row
corresponding with every char from candidate subsequence to calculate how many
times they appear in the sequence.

This number will represent the number of occurrences, i.e. the frequency for each
candidate subsequence. Then, the next step is to create the set of survivor candidates to
be used in the next iteration. A candidate survives if fq,ppor: (candidate_sequence) >
Threshold. When this set is empty, the algorithm has completed its cycle.
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Fig. 2. Sequence length and number of obtained contiguous patterns.

3 Experiments and Performance Evaluation

Some experiments are shown to validate the performance of the proposed algorithm.
The algorithm was tested over 11,230 sequences of different lengths between 118
and 52,255 nucleotides from 550 organisms, for example Chikungunya virus, Cactus,
Xenopus laevis, among others. These sequences were downloaded from the NCBI
repository [16].

We compared our proposal with algorithms based on Apriori using different search
methods (Naive, KMP and Boyer-Moore), and with key-segment algorithm. The reason
to use these algorithms is because they can be used to obtain frequent patterns contained
in only one sequence, unlike other algorithms, such as fp-tree based algorithms that
requires a set of sequences to obtain frequent patterns. All of the algorithms were
programmed with Python 2.7 and for these experiments it was considered the threshold
with a value of 2, because it obtains the whole set of frequent patterns. If the threshold
increases his value then the length of the set of frequent patterns will be decreased.

The experimental results show that the proposed algorithm obtained the same amount
of patterns than Apriori-KMP, Apriori-Boyer Moore and Key-segments for the 100% of
the tested sequences as it can be seen on Figure 2. In particular, Apriori-Naive obtains
less frequent patterns than the other algorithms. The reason of this is because it doesn’t
consider when patterns with same nucleotides appears on contiguous elements, i.e.
pattern "AA” on sequence "AAATC”, for Naive algorithm, has a frequency of one
instead of two.

The efficacy of the proposed algorithm resides in the identification and utilization
of a novel method to obtain frequent patterns via a structured mapping search, which
consumes less processing time than related algorithms.

The number of patterns for all cases is the same, except for Apriori-Naive but, the
major difference is in the processing time needed to obtain them. Table 1 indicates the
processing time <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>