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Abstract. Customer satisfaction questionnaires are a rich and strong source of 

information for companies to seek loyalty, customer and client retention, opti-

mize resources, and repurchase products. Several advanced machine learning and 

statistical models have been employed to estimate the customer satisfaction 

score; however, there is not a single model that can yield the best result in all 

situations. Ensembles of regression techniques have demonstrated their effective-

ness for various applications, where the success of these models lies in the con-

struction of a set of single models. We perform an experimental study using a 

real database of 129,890 samples from airline companies, in order verify the ben-

efits of ensemble models for predicting customer satisfaction. Accordingly, the 

present paper evaluates the BAGGING ensemble model using the well-renowned 

k-nn algorithm as the base learner. The obtained results indicate that the 

BAGGING ensemble performs better than the single classifier in terms of RMSE 

and MAE. 

Keywords: regression, customer satisfaction, ensemble, k-NN, BAGGING. 

1 Introduction 

Companies utilize customer satisfaction surveys and questionnaires to find out what a 

client think about a product, service, brand or the company. Therefore, the customers’ 

satisfaction databases play a crucial role in the productive decision process. Exploiting 

datasets to get valuable information allows to make an overall marketing strategy that 

helps the companies retain existing customers and add new customers. Consequently, 

an effective customer satisfaction data analysis represents a challenge and provide op-

portunities in several areas as machine learning, data mining, and marketing [1,2,3]. 

Machine learning methods can predict the customer satisfaction when a service is 

provided. The research in this problem has been addressed from a classification and 

regression point of view. Park et al. [2] used four machine learning algorithms (naïve 
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Bayes, decision tree, logistic regression, and support vector machine) on a dataset ac-

quired from a contact center. The prediction task was addressed as a classification prob-

lem, where the best model obtained an accuracy of 66%. Roy et al. [4] employed naïve 

Bayes, multiclass classifier, k-star, and IBK (Instance-Based learning with parameter 

K) as classifiers models for predicting customer satisfaction from a database con-

structed from a customer survey conducted by the San Francisco International Airport. 

Aktepe et al. [5] showed that using classifier algorithms combined with programming 

software and structural equation modeling is able to analyze the level of customer sat-

isfaction and loyalty. Farhadloo et al. [6] analyzed the satisfaction of customers using 

reviews from different states parks in California. These reviews were left by real visi-

tors on TripAdvisor.com. Grigoroudis and Politis [7] suggested that the customer sat-

isfaction problem can be seemed as a multicriteria evaluation problem. Thus, they pro-

posed the MUlticriteria Satisfaction Analysis system (MUSA) that uses ordinal regres-

sion techniques. Bockhorst et al. [8] developed a hybrid customer satisfaction system 

by integrating a linear ranking sub-model and a non-linear isotonic regression. The sys-

tem was trained on a database constructed by using phone calls from five surveys. Ex-

perimental results revealed that the proposed model is better than standard regression 

techniques. Other algorithms that have also been employed in the customer satisfaction 

analysis are the CART (Classification And Regression Tree) algorithm [9], artificial 

neural network approaches [10,11,12], the principal component analysis [13], and the 

support vector machine algorithm [14]. 

Although previous studies conclude that data mining and machine learning tech-

niques can be successfully used for prediction of customer satisfaction, there is not an 

overall best algorithm for dealing with customer satisfaction problems. Consequently, 

ensembles models have emerged to exploit the different behavior of individual tech-

niques and reduce prediction errors. Several practical investigations have demonstrated 

that ensemble models perform better than single prediction methods in classification 

[15,16,17,18,19] and regression problems [20,21,22 23]. 

The focus of this paper is primarily on exploring the use of ensembles of regression 

models in the scope of customer satisfaction. In particular, we analyze the performance 

of the k-nearest neighbor (k-nn) model for regression as base classifier in the 

BAGGING (Bootstrap AGGregatING) ensemble model. This approach is the most 

common ensemble learning algorithm, where the diversity is achieved by the manipu-

lation of the training samples [24]. BAGGING has showed a good performance on var-

ious real problems and provide practical algorithms for constructing ensemble models 

[16]. Therefore, the paper shows how k-nn ensemble regression models can result use-

ful to estimate a customer satisfaction score from a real-database constructed from 

129,889 surveys supplied by several airline companies. 

Henceforth, the rest of the paper is organized as follows. Section 2 introduces the 

bases of the ensemble model and regression technique that will be explored in this 

study. Section 3 provides the experimental set-up and the description of the database  

used in our experiments. Next, the results are reported and discussed in Section 4. Fi-

nally, Section 5 summarizes, the main conclusions and points out some directions for 

future research. 
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2 Regression Ensemble Models 

An ensemble of regressors consists of a set of individually trained models (the base 

learners) whose decision is integrated in some way when predicting the output of new 

examples. By combining individual regression models, the ensemble approaches aim-

ing to minimize the error on problems where the output variable is continuous. The 

construction process of ensembles is performed by following three steps [25]: 1) gen-

eration, 2) pruning, and 3) integration. In the former a set of base learners is constructed; 

if the base learners are the same, then the construction is homogenous, on the otherwise 

is heterogeneous. Some redundant models can be generated; therefore, a pruning pro-

cess can be performed. Finally, the prediction of the models is combined in different 

ways by fusion or selection. 

The set of models is trained by using different subsamples of the training data. A 

popular resampling method is the bootstrap that, given a set 𝐷 containing 𝑛 examples, 

generates training sets by drawing 𝑛 examples at random with replacement from 𝐷. 

2.1 k-NN Regression Model 

The k-nearest neighbor (k-NN) model is a non-parametric technique that works under 

the assumption that new samples share similar properties with the set of stored samples. 

In brief, given a set of 𝑛 labeled examples (training set), say 𝐷 =
{(𝑥1, 𝑎1), (𝑥2, 𝑎2), ⋯ , (𝑥𝑛 , 𝑎𝑛) } and identically distributed (i.i.d.) random pairs 

(𝑥𝑖 , 𝑎𝑖), where 𝑥𝑖 ∈  ℝ𝑑 and 𝑎𝑖 denotes the target value associated it, the k-nn classifier 

consists of assigning a new input sample 𝑦 to the class most frequently represented 

among the 𝑘 closest instances in the training set, according to a certain similarity meas-

ure (generally, the Euclidean distance) in the d-dimensional feature space ℝ𝑑. 

The straightforward implementation of the 𝑘-nearest neighbor regression model ap-

plied to a test sample 𝑦 first calculates 𝛿𝑖 = 𝑑(𝑥𝑖 , 𝑦), for 𝑖 = 1, ⋯ , 𝑛. Then we get the 

indices {𝑝1, ⋯ , 𝑝𝑘} of the 𝑘  smallest values such that 𝛿𝑝𝑏
≤  𝛿𝑗, ∀𝑗 ∉   {𝑝1, ⋯ , 𝑝𝑘}, 

𝑏 = 1, ⋯ , 𝑘, and 𝛿𝑝1
≤  ⋯ ≤  𝛿𝑝𝑘

. We define 𝑥𝑝𝑏
 as the 𝑝𝑏 −nearest neighbor sample 

and 𝑎𝑝𝑏
 is the corresponding target value.  

Regression aims to learn a function 𝑓: 𝑦 → 𝑎 to predict the 𝑎 value for a new sample 

𝑦 = [𝑦1, 𝑦2 , ⋯ , 𝑦𝑑]. The 𝑘-nn regression model estimates the target value 𝑓(𝑦) of a 

new input sample 𝑦 by averaging the estimated target values of its 𝑘-nearest neigh-

bors  [26]: 

𝑓(𝑦) =
1

𝑘
∑ 𝑎𝑝𝑏

𝑘
𝑏=1 , (1) 

where 𝑎𝑝𝑏
 denotes the target value of the b-th nearest neighbor. 

An illustrative example of the k-nn regression model is displayed in Fig. 1. Using 

𝑘 = 3, the output of a new example 𝑦 is estimated computing the mean among the 

responses of the 3 nearest neighbors (instances A, B, and C). When 𝑘 = 5, the output 

of instances A, B, C, D and E are averaged. If 𝑘 = 1, then the k-nn regression model 

assigns to 𝑓(𝑦) the value 𝑎𝑖 from  𝑥𝑖, that is the training sample nearest to 𝑦. 
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Fig. 1. An example of k-NN regression model with k = 3 and 5. 

2.2 BAGGING Ensemble Model 

Breiman [26] proposed the BAGGING algorithm that creates multiple models trained 

from different bootstrap subsamples 𝐷1, 𝐷2, ⋯ , 𝐷𝑀, each one consisting of 𝑛 samples 

drawn at random with replacement from the original 𝐷 training set. Fig. 2 shows an 

example of a regression ensemble model based on BAGGING, where in the first step 

M bootstrap replicates of the training set 𝐷 are generated. Afterwards, each base re-

gressor 𝑅𝑖 is trained on the bootstrap 𝐷𝑖 . Thus, the ensemble is conformed by different 

models, where each one is not exposed to the same set of samples. This creates the 

diversity necessary to cover a wide range of situations [16].  By this way, the output of 

new observations will be predicted by taking the average of the ensemble  𝑅∗ built from 

𝑅1, 𝑅2, ⋯ , 𝑅𝑀. The procedure of training and testing of BAGGING can be resumed in 

nine steps: 

 

Training step 

1. 𝑅∗ = ∅, the ensemble 

2. 𝑀 number of regression models to train 

3. 𝐹𝑜𝑟 𝑖 = 1, ⋯ , 𝑀 

4. Create a boostrap sample of size 𝑛, 𝐷𝑖  from 𝐷 

5. Train a regression model 𝑅𝑖 using 𝐷𝑖  as the training set 

6. Add the trained model to the current ensemble, 𝑅∗ = 𝑅∗ ∪  𝑅𝑖 

 

Testing step 

 

7. Run 𝑅𝑖, ⋯ , 𝑅𝑀 on the new input 𝑦 and compute 𝑓𝑅𝑖
(𝑦) using Eq. (1) 

8. Average the outputs of 𝑅𝑖 , ⋯ , 𝑅𝑀 using 
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𝑓𝑅∗(𝑦) =
1

𝑀
∑ 𝑓𝑅𝑖

𝑀

1=1

, (2) 

9. 𝑓𝑅∗  is the predicted target value. 

 

 

Fig. 2. An ensemble regression model based on BAGGING. 

3 Database and Experimental Set-up 

As already stated, this study aims to evaluate the performance of regression ensembles 

for airline customer satisfaction prediction. Thus, we conducted a pool of experiments 

on a real dataset taken from airline companies in the USA. This is a subset of samples 

collected on 2014 from customer satisfaction questionnaires. It consists of 129,889 in-

stances, where each one is represented by 24 input variables: airline status, age, gender, 

price sensitivity, year of first flight, no. of flights, percentage of flights with other air-

lines, type of travel, no. of other loyalty cards, shopping amount at the airport, eating 

and drinking at airport, class, day of month, airline code, airline name, origin city, des-

tination, schedule departure hour, departure delay in minutes, arrival delay in minutes, 

flight cancelled, flight time in minutes, flight distance, and arrival delay greater 5 

minutes. The output variable is satisfaction that is a five-point score measurement (i.e., 
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from 1 to 5). Since some variables were categorical, they were first converted into nu-

meric value, and then these values were normalized into the range [0,1]. 

Table 1 sums up the main characteristics of the database used in the empirical anal-

ysis: the attribute number, the attribute description and some statistics, such as the min-

imum and maximum values of the attribute, the mean and the standard deviation. 

We focused our study on the BAGGING ensemble model and the simple k-nn algo-

rithm used as the base classifier. The k-value used for the regression algorithm was set 

to 3. Besides, we aim to analyze the performance of the BAGGING ensemble when 

varying the number of bootstrap subsamples; therefore, six different bootstrap values 

were tested: 5, 10, 15, 20, 25, and 30. All models were taken from the WEKA 

toolkit [28]. 

To prevent inaccurate performance estimates and following the standard strategy 

used in other works, we evaluate the performance of regression models by a 5-fold 

cross-validation model [29,30,31]. The original dataset was randomly divided into five 

disjoint parts. Each fold is used as a test set and the remaining four folds are used for 

training the regression models. Thus, we can get 5 different test set performances and 

therefore 5 different trained models. Note that the bootstrap samples are generated for 

each training set. 

To assess the model performance in regression problems we used two of the most 

popular performance measures that estimate how much the prediction (𝑒, ⋯ , 𝑒𝑛) devi-

ate from the actual target values (𝑎1, ⋯ , 𝑎𝑛) [32]. These metrics are the Root Mean 

Square Error (RMSE) [33,35,36],  

 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑(𝑒𝑖 − 𝑎𝑖)

2

𝑛

𝑖=1

, (3) 

 

and the Mean Absolute Error (MAE) [34, 35], 

 

𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑒𝑖 − 𝑎𝑖|

𝑛
𝑖=1 . (4) 

 

Both metrics are minimized when the predicted value for each test sample agrees 

with their true value. For each fold, we record the RMSE(i) and the MAE(i) (i=1,2, …,5) 

and compute the final estimate as the mean of all folds: 

 

𝑅𝑀𝑆𝐸𝑎𝑣𝑔 =
1

5
∑ 𝑅𝑀𝑆𝐸𝑖5

𝑖=1 , (5) 

 

𝑀𝐴𝐸𝑎𝑣𝑔 =
1

5
∑ 𝑀𝐴𝐸𝑖

5

𝑖=1
. (6) 
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Table 1. Characteristics of the airline customer satisfaction dataset used in the experiments. 

No. Description Mini-

mum 

Maxi-

mum 

Mean Std. 

Dev. 

 Input variables     

1 Airline status 1 4 1.747 1.205 

2 Age 15 85 46.196 17.321 

3 Gender 1 2 1.435 0.496 

4 Price sensitivity 0 5 1.276 0.546 

5 Year of first flight 2003 2012 2007.209 2.977 

6 No. of flights 0 100 20.091 14.362 

7 
Percentage of flights with 

other airlines 
1 110 9.314 8.761 

8 Type of travel 1 3 1.696 0.911 

9 No. of other loyalty cards 0 12 0.884 1.142 

10 Shopping amount at the air-

port 

0 879 26.553 53.081 

11 Eating and drinking at the 

airport 

0 895 68.242 52.21 

12 Class 1 3 2.024 0.431 

13 Day of month 1 31 15.723 8.659 

14 Airline code 1 14 8.134 4.441 

15 Airline name 1 14 7.061 4.341 

16 Origin city 1 295 128.852 83.059 

17 Destination city 1 296 123.289 82.153 

18 Scheduled departure hour 1 23 12.896 4.623 

19 Departure delay in minutes 0 1592 14.713 38.07 

20 Arrival delay in minutes 0 1584 15.045 38.415 

21 Flight canceled 1 2 1.018 0.135 

22 Flight time in minutes 0 669 109.164 72.8 

23 Flight distance 31 4983 793.804 592.125 

24 Arrival delay greater than 5 

minutes 

1 2 1.343 0.475 

 Output variable     

25 Satisfaction 1 5 3.379 0.965 

4 Results and Discussions 

Fig. 3 and 4 display the RMSE and the MAE averaged across the five runs. For each 

prediction model, we have plotted the results for the base learner (3-nn) and also the 

results of the 3-nn ensemble regression model when varying the number of bootstrap 

subsamples from D. Note that the line parallel to X-axis corresponds to the case of base 

learner, which indicates that the results were achieved by learning directly from the 

training set D.  

From Fig. 3 and 4 as expected, the individual regression model achieves the highest 

error values (𝑅𝑀𝑆𝐸 ≈ 0.7985, 𝑀𝐴𝐸 ≈ 0.6365), whereas, the ensemble regression 
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models appear as the learning model with the lowest overall error (𝑅𝑀𝑆𝐸 ≈ 0.7650 

and 𝑀𝐴𝐸 ≈ 0.5664 when number or regression models is set to 30).  This is a differ-

ence between the two models ≈ 5% when RMSE is used and ≈ 11% in the case of 

MAE. 

On the other hand, when varying the number of bootstraps from 𝐷, both the RMSE 

and the MAE rates decrease as the number of bootstrap subsamples increases, although 

the configuration of the base classifier does not vary along the different bootstrap sub-

samples. 

From the results here reported, it appears that the customer satisfaction prediction 

problem can be handled better using ensembles approaches than single models. Like-

wise, when the number of base models is increased, the error decrease. 

 

 

Fig. 3. Average RMSE for the 3-nn classifier (single learner) and the BAGGING when varying 

the number of bootstrap subsamples. 

 

 
Fig. 4. Average MAE for the 3-nn classifier (single learner) and the BAGGING when varying 

the number of bootstrap subsamples. 
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5 Conclusions and Future Work 

The present paper has analyzed the performance of ensemble regression models for an 

airline customer satisfaction prediction problem. In particular, BAGGING has been 

taken as representative of ensemble models, whereas the k-nn has been employed as 

the base learner. To this end, a real-life airline customer satisfaction dataset was used 

to build all the models. From the experiments carried out, we have observed that re-

garding both RMSE and MAE the ensemble regression models have produced the best 

results. A final indication of the experiments is that using a significant number of boot-

strap subsamples the error may decrease. 

Several directions for further research have emerged from this study: (i) to extend 

the present analysis to other ensemble approaches; (ii) to incorporate a feature selection 

phase to remove any attribute that might be considered noisy or irrelevant; (iii) to use 

some prototype selection method to reduce the complexity of data (border and redun-

dant points). 
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