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Abstract. The increased incidence of Alzheimer's disease (AD) and diabetes 

mellitus (DM) are emerging as major public health problems worldwide. Both 

sufferings share pathophysiological characteristics and have no cure. Inflamma-

tion of the central and peripheral nervous system has been shown to be the link 

between DM and AD. Oxidative stress is also associated with AD and DM. The 

increasing complexity of the problems and the continuous growth of information 

creates the need for the use of Decision Suport System (DSS) driven by the use 

of new technologies such as big data and machine learning. In this context, the 

objective of this work is to use decision trees and Bayesian networks as mecha-

nisms of classification of AD gene expression levels, DM, inflammation and ox-

idative stress, MMSE (Mini-Mental State Examination) score and the number of 

neurofibrillary tangles to classify 31 individuals (9 healthy controls and 22 AD 

patients in three different stages of disease) that could be key in the development 

of AD. Our results allowed us to generate classification models of different states 

of AD severity, according to the MMSE and we found that the level of expression 

of the ADIPOQ gene could play an important role in the onset of AD. Our pre-

dictive model can contribute knowledge that could be incorporated into a person-

alized medical DSS in the future. 

Keywords: medical decision support system, decision trees, Bayesian networks, 

Alzheimer disease, diabetes mellitus. 

1 Introduction 

Alzheimer's disease (AD) is the most common cause of dementia. It is a slowly advanc-

ing neurodegenerative disorder with cognitive impairment, progressive memory loss, 

and behavioral disorders. Despite major research efforts, there is still no cure, but new 

research is underway to determine the cause of the disease and detect changes in the 
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brain before the first symptoms appear. Worldwide, there are 50 million people with 

dementia [1]. The incidence of AD is increasing and constitutes a public health chal-

lenge in our society characterized by the increase of elderly people.  There are two 

proteins involved in the development of AD: the beta amyloid protein (Aβ) that accu-

mulates abnormally in the brain to form extracellular neuritic amyloid plaques and the 

tau protein that produces the formation of intracellular neurofibrillary tangles. Both al-

terations increase the levels of inflammation, oxidative stress and lead to the death of 

neurons. In the last 20 to 30 years, scientists have discussed which protein plays the 

most important role in the development of the disease. The certainty of the diagnosis 

of AD is approximately 85% and is only confirmed by post mortem examination. AD 

is multifactorial in nature and is considered a complex condition resulting from an in-

teraction of environmental and genetic factors. The main risk factor is advanced age, 

however other potential risk factors have been found such as sex, diabetes mellitus, 

headaches, lifestyle, hypertension, obesity, dyslipidemia, metabolic syndrome, cerebro-

vascular disease, smoking, physical inactivity, depression and low levels of education 

[2]. There are reported findings from genetic studies that have pointed to APP metabo-

lism, immune response, inflammation, lipid metabolism and intracellular traffick-

ing/endocytosis that open the door for exploration of new pathways for genetic testing, 

prevention and treatment [3].  

Diabetes Mellitus (DM) is a chronic disease characterized by a high concentration 

of glucose in the blood because the body does not produce insulin or does not use it 

properly. Globally, it is estimated that there are 425 million diabetics and it is estimated 

that by 2045 it will increase to 629 million [4] making it one of the major health chal-

lenges of this century. Several studies converge on the implication of inflammation as 

a key factor in the relationship of DM with AD [5, 6, 7].  

The initial relationship between AD and DM was established in the Rotterdam study 

where it is revealed that Diabetes Mellitus type 2 (DM2) doubles the risk of patients to 

develop AD, while patients with Diabetes Mellitus type 1 (DM1) who receive insulin 

treatment quadruple the risk [8]. Several studies [9, 10, 11] propose the existence of a 

relationship between AD and DM and some authors have called it "type 3 diabetes" 

[12, 13, 14].   

The existence of large volumes of biomedical data provides a great opportunity for 

better understanding, prediction and decision making of conditions. Microarrays are a 

powerful technique for the measurement of gene expression data that allow the com-

parison of the relative abundance of messenger RNA generated in different biological 

tests. The analysis of microarrays is a challenge due to its high dimensionality and 

complexity so machine learning techniques have been used with satisfactory results. 

Our work aims to use supervised learning techniques (decision trees and Bayesian net-

works) to classify gene expression levels of Alzheimer's disease, diabetes mellitus, in-

flammation and oxidative stress from a public database of 31 individuals, MMSE scores 

and number of NFT (neurofibrillary tangles) in order to contribute to a better under-

standing of AD and provide knowledge for the development of earlier and more accu-

rate diagnosis, as well as the development of more appropriate treatments leading to 

future personalized treatments for incorporation into a personalized medical DSS. 
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In the next sections we present the state of the art, the methodology that we followed 

for building classifiers, the results and finally the conclusions and future work. 

2 State of Art 

Several works have used automatic learning techniques (neural networks, support vec-

tor machines, bagging, boosting, information gain, random forests, genetic algorithms) 

for the analysis of the levels of expression of AD [15, 16, 17]. Some work using Bayes-

ian nets has also been carried out [18, 19]. 

Recently the use of machine learning for the classification of gene datasets has in-

creased. In one study decision trees were used to classify a gene dataset of AD. Classi-

fication models were generated according to Mini-Mental State Examination (MMSE) 

scores to identify expression levels of different proteins that could determine the in-

volvement of genes involved in various pathways of AD pathogenesis. The results 

showed that the MMSE score and relevance association score are the most significant 

attributes for gene classification. In the functional gene classification analysis, they re-

ported that APOE, PSEN1, GRN, ACE, BCHE, PRNP, IL1A are strongly related to 

AD [20]. Machine learning techniques (decision trees, quantitative association and hi-

erarchical cluster) have been used to identify potential genes for the prognosis of AD 

through the use of different biological sources (microarrays, PubMed, GO and PPI net-

work). The results reported a set of significant genes (down/up) related to AD [21]. 

Park and colleagues formulated a new random forest-based method that allows the clas-

sification of gene-gene interaction of gene expression profiles. The proposed method 

was evaluated using AD data with remarkable accuracy, the result of gene-gene inter-

action could be used for the construction of a genetic network to explain underlying 

mechanisms of AD [22]. 

In a recent study, decision trees were used to report a genetic risk profile derived 

from a set of candidate genes related to cognitive performance selected a priori in order 

to explore the combined effect of these genes on cognitive impairment rates during the 

preclinical stage of AD. The results support the hypothesis that the combination of 

genes associated with cognitive performance makes it possible to identify groups with 

accelerated rates of cognitive impairment [23]. 

3 Methodology 

The development of this study was divided into two main phases. During the first phase 

we made the selection of the microarrays database, the analysis of properties of the data 

and the preprocessing techniques were applied and in the second phase the genes of 

interest for our study were selected and the techniques of decision trees and Bayesian 

networks were applied to obtain the knowledge models that represent the patterns of 

behavior in the levels of genetic expression of Alzheimer's disease. Finally, we evalu-

ated and interpreted the results obtained. 
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3.1 Database Selection 

In this work we made use of the microarray database GDS810 obtained from the Na-

tional Center for Biotechnology (NCBI) Gene Expression Omnibus (GEO) database 

([HG-U133A] Affymetrix Human Genome U133A Array) [24]. Expression levels of 

23,283 genes from 31 individuals were obtained from the CA1 region of the hippocam-

pus and correspond to 9 control patients, 7 with incipient Alzheimer's disease, 8 with 

moderate Alzheimer's disease and 7 with severe Alzheimer's disease. The dataset in-

cludes MMSE scores and number of NFT [25]. 

3.2 Property Analysis and Preprocessing 

For the analysis of the properties of the data we proceeded to explore, clean and adjust 

the data. We removed clones and pseudogenes from the database. Regarding the pre-

processing of Affymetrix microarray data, RMA (Robust Multi-Array Average), 

GCRMA (GeneChip Robust Multi-Array Average), MAS5 (MicroArray Suite 5.0) and 

Expresso (Gautier, et al., 2004) were used in the normalization phase using the Affy R 

[26] Bioconductor package. 

3.3 Gene Selection 

Our interest focused on the expression values of genes related to AD: APP, APOE, 

BACE1, NCSTN, PSEN1, PSEN2, MAPT and INPP5D, MEF2C, HLA-DRB5/DRB1, 

NME8, ZCWPW1, PTK2B, CELF1, SORL1, FERMT2, SLC24A4, CASS4 [27], as 

well as DM genes: HLA-DQB1, TCF7L2, ACE, PPARG, HLA-DQA1, APOE, 

ADIPOQ and inflammation: TNF, IL6, IL1B, IL10, TLR4, IL1RN, LTA, IL1A, CD14, 

PTGS2, CRP reported by Genotator [28],  and oxidative stress-related genes: ANXA6, 

ARAF, CBX7, DHX16, EBP, FGF13, HIF1A, TNIP1 or NAF1, NDUFS1, NFE2, 

POLD1, RAB15, SGK2, SMAD5, STAT5B, UBA7, WNT2B [29]. We added MMSE 

score and number of NFT. 

3.4 Decision tree and Bayesian network 

The performance of our classifiers is based on precision (number of correct classifica-

tions divided by the size of the test set), sensitivity (number of AD patients correctly 

identified) and specificity (correct identification of patients without AD). 

For the analysis of gene expression levels using decision trees [30, 31] and Bayesian 

networks [32,33] the clones and pseudogenes were removed from the database. The 

data were analyzed using a WEKA software utilizing decision tree J48 classification 

algorithm and Bayesian network (Naive Bayes algorithm) with 10-fold cross-valida-

tion. We used a decision tree because they provide models that are easy to interpret and 

understand thanks to their ability to select and classify attributes according to their rel-

evance [34]. 

In the generation of the Bayesian network we use the CAIM (Class-attribute Inter-

dependence Maximization) [35] and MDL (Minimum Description Length) [36] meth-

ods provided by WEKA (Waikato Environment for Knowledge Analysis) [37, 38]. 
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4 Results 

In Fig.1, the decision tree obtained from the levels of genetic expression of AD, DM, 

inflammation, oxidative stress, MMSE score and the number of neurofibrillary tangles 

is presented with an accuracy of 87.09%, sensitivity of 90.90% and specificity of 

77.77%. 

 

Fig. 1. Decision tree of the main genes related to AD, DM, inflammation, oxidative stress, MMSE 

and number of neurofibrillary tangles. 

As we can see, the most informative variable is the MMSE. The J48 algorithm pro-

vides MMSE score cut-off values for each stage of the disease: normal > 25, incipient 

19-25, moderate 18-12 and severe < 12, which are similar to those used in clinical prac-

tice to classify an individual's cognitive status. The importance of our model is that it 

allows us to identify individuals at an early stage of AD when the MMSE score is above 

25 points and the level of expression of ADIPOQ (Adiponectin, C1Q and Collagen 

Domain Containing) is greater than 21.390148, an individual is classified as AD incip-

ient. The ADIPOQ gene is only expressed in adipose tissue. Obesity has been reported 

to be a significant risk factor for the development of metabolic syndrome and other 

degenerative diseases. One study found that serum adiponectin level correlated posi-

tively (r=0.683, P<0.001) with MMSE score in patients with AD [39]. Our work cor-

roborates the results obtained in this study, however it is more explanatory since it al-

lows us to identify AD at an early stage. Another advantage is that our model is trans-

parent and understandable for human experts who are not machine learning specialists. 
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The model generated by Naive Bayes with the discretization technique CAIM cor-

rectly classified 29 of the 31 samples: 7/7 of severe AD, 8/8 of moderate AD, 6/7 of 

incipient AD and 8/9 of healthy control. Model accuracy was 93.54%, sensitivity 

95.45% and specificity 88.88%.  In the model obtained by Naive Bayes with the MDL 

discretization technique, an accuracy of 90.32%, sensitivity of 90.90% and specificity 

of 88.88% were obtained. From our results, the best classification model was obtained 

using Naive Bayes with the CAIM discretization technique. 

5 Conclusions 

In the development of this work we evaluated classifiers with decision tree techniques 

and Bayesian networks of AD gene expression levels, DM, inflammation and oxidative 

stress, MMSE score and the number of neurofibrillary tangles. In the decision tree, the 

MMSE score was the most important attribute, however we found that the level of 

ADIPOQ expression can play a crucial role in distinguishing between a normal cogni-

tive state and incipient EA when the MMSE score is considered normal. In summary, 

we successfully modeled different states of AD with accuracies of 87.09% (decision 

tree), 93.54% (Naive Bayes with CAIM) and 90.32% (Naive Bayes with MDL) and 

showed that the level of expression of ADIPOQ has potential to be considered in the 

early diagnosis of AD so our results could contribute with knowledge for a future im-

plementation of a personalized medical DSS. The development of this work demon-

strates that the use of machine learning techniques, provide favorable results for the 

early diagnosis of AD. The models obtained can become the knowledge base of a per-

sonalized medical DSS. A limitation of our is the sample size, so as future work is 

proposed the use of artificial instance generators to improve performance. 
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