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Editorial 

The development of models and methodologies to improve the industrial processes is 

the principal objective of Decision Support Systems (DSS), for this reason in this 

volume eight papers are presented that were carefully selected of 11 submissions 

about the use of different techniques for designing and developing Decision Support 

System (DSS) in industrial contexts. The papers were evaluated by an editorial board 

integrated for reviewers with international prestige in the area. The papers were 

selected by considering the originality, scientific contribution to the field and 

technical quality of the papers. The articles were considered in the following 

industrial contexts: (1) Operational risk management in a retail company; (2) Effect of 

knowledge transfer and SC complexity on human performance and flexibility; (3) An 

Urban Supply Chain Distribution Model; (4) Impact of Managers and Human 

Resources on Supply Chain Performance; (5) Design of a Language for IoT Service 

Composition; (6) Automated Fault Detection and Diagnostics for Aluminum Threads 

Using Statistical Computer Vision; (7) Inspection System with Neural Network and 

Vision Techniques for the Manufacture Industry; (8) Towards a proposal of 

personalized medial decision support systems: analysis of gene expression levels of 

diabetes mellitus, inflammation and oxidative stress in Alzheimer´s disease. 

The volume also contains two regular papers on speech recognition and security in 

data warehousing. 

The editors would like to express their gratitude to the reviewers who kindly 

contributed to the evaluation of papers at all stages of the editing process. They 

equally thank the Editor-in-Chief, Prof. Grigori Sidorov, for the opportunity offered 

to edit this special issue and for providing his valuable comments to improve the 

selection of research works. Guest editors are grateful to the National Technological 

of Mexico for supporting this work and the National Council of Science and 

Technology (CONACYT) as part of the project named Thematic Network in 

Industrial Process Optimization. 
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An Urban Supply Chain Distribution Model 

Cristian Giovanny Gómez-Marín1, Julian Andres Zapata-Cortes2*,  

Martín Dario Arango-Serna1, Conrado Augusto Serna-Uran3 

1 Universidad Nacional de Colombia – Sede Medellín, Medellín, Colombia 
2 Institución Universitaria CEIPA, Sabaneta, Antioquia, Colombia 

3 Universidad de San Buenaventura – Seccional Medellín, Medellín, Colombia 

crggomezma@unal.edu.co; julian.zapata@ceipa.edu.co; 

mdarango@unal.edu.co; conrado.serna@usbmed.edu.co 

Abstract. Increased activities in urban areas related with goods transportation 

lead companies to look for new strategies in order to develop those process in a 

more efficient way, aiming to reduce costs and increase customer’s satisfaction. 

This paper presents an urban supply chain framework and a Mixed Integer Linear 

Programing Model for its optimization. The model uses different goods 

distribution actors, including several suppliers, one consolidation facility and 

several customers. The proposed framework and optimization model allow to 

generate optimal routes and the assignment of the customers and suppliers in the 

distribution network. 

Keywords: distribution strategies, mixed integer linear programing, multi-

echelon distribution system, supply chain, urban goods distribution. 

1 Introduction 

In 2018 the people living in cities is around the 55% of the world’s population and it is 

expected to increase to 68% by 2050 [1]. One of the most important issues to face in 

city planning and administration is the freight exchange to satisfy citizen’s needs [2]. 

For that reasons, Urban Goods Distribution (UGD) is an important research field that 

impacts directly those key aspects, analyzing and proposing feasible solution that 

improve company competitiveness and people quality of life [3].  

In order to propose solutions to organizing an efficient UGD, several elements must 

be considered, as for example the coordination and individual goals of the involved 

actors [4-6], the physical infrastructure, the economic vocation and the sustainability of 

the city, among others [7,8]. The cooperation and coordination among several actors is 

a key activity to generate proposals that improve the costs and customers service level 

in the UGD [10,11], both in the private and the public sectors [9]. 

According to Danielis et al. [12] and Tachizawa et al. [13] there is a need to research 

in urban goods distribution processes with the aim of understand how different 

configuration, actors and their behaviors, impact the network performance. Several 

                                                           
* Corresponding author. 

9

ISSN 1870-4069

Research in Computing Science 148(4), 2019pp. 9–18; rec. 2018-09-05; acc. 2018-10-08

mailto:crggomezma@unal.edu.co
mailto:julian.zapata@ceipa.edu.co
mailto:mdarango@unal.edu.co
mailto:onrado.serna@usbmed.edu.co


initiatives can be found in the literature to improve city goods distribution [9,14], in 

which coordination and collaboration between actor are highlighted as one of the more 

attractive initiatives to implement in Urban Goods Distribution [8]. Some research that 

integrate the coordination of multiple stakeholders, representing the diverse objective 

and behaviors could be founded in Nathanail [15], who realized that the cooperation 

among the actors is essential to obtain goods results of the operative. Bean and Joubert 

[16] analyzed the coordination between several actors, in this case considering the 

mutual interaction and responses of the carrier and customers, also finding 

improvements in the distribution performance. Liu et al [17] formulated a coordination 

strategy using two vehicles that can complement their planed routes, producing a 

decrease in the travel distance and optimizing the problem using a hybrid ant colony 

heuristic. Gutierrez et al [18] use a memetic algorithm to tackle the uncertainties in the 

routing problem improving the service and travel times. Aragao et al. [19] evaluated 

two different types of cooperative strategies (the use of additional auxiliary vehicles 

and negotiation between vehicles) to face the high degree of randomness presented in 

the urban freight distribution variables in a dynamic vehicle routing.  

This paper presents a coordination model for the routing assignment optimization 

process in a two-echelon supply chain that consider suppliers, consolidation facilities 

and customers in the distribution process in the Hotel, restaurants and catering sector. 

In following section, the urban supply chain concept and some urban goods distribution 

strategies are provided by a literature review, followed by the urban supply chain model 

proposal. After that, the model is applied for several instances and the results are 

analyzed to finally present the conclusions and future research lines derived from the 

study. 

2 Urban Supply Chain (USC) and Goods Distribution 

Strategies 

The aims of Urban Supply Chain (USC) are to minimize the total cost of the pick-up 

and delivery process or maximize the benefits for the main actors, in most of the cases, 

without considering the sustainability of the supply chain [20, 21], especially the social 

and environmental dimensions [11]. There are several goods distribution strategies in 

order to achieve those objectives, such as direct or multi-stop deliveries, or the use of 

one or several consolidation platforms in which products are consolidate to further 

deliveries to customers [8,22]. For the consolidation strategies it can be found several 

distribution networks, from which the most common are the Two tier [23, 24], the 

Multi-layer [25] and the Four-layer city distribution network [26, 27], which are 

depicted in figure 1. 

The two-tier city logistic system is based on a City Distribution Center (CDC) 

located on the edge of the urban zone and a set of satellites platforms that receives the 

goods form the CDC and deliver those to the customers using two types of vehicles, 

one to move the freight form CDC to satellites and other one to make the final delivery 

[23,12-32]. In the Multi-layer scheme, a first layer is dedicated to the suppliers, a 

second layer is dedicated to the CDC (or Hub) to coordinate the inbound and outbound 
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flow of freight, and a third layer focused on the customers or the final distribution points 

[3,25,33,34]; The four layers’ distribution strategy divided the geographic operation 

area into consolidation and deconsolidation zones. The first layer focused on 

transportation between supply points and consolidation centers (hubs), the second layer 

is dedicated to transport freight from hub to hub, the third layer is a deconsolidation 

zone at terminals or satellites facilities and the fourth layer is the delivery zone from 

terminals to final customers [26,27]. 

 

          
a. Two tier.              b. Multi-layer. 

 
c. Four-layer. 

Fig. 1. Most common city consolidation distribution system. 

 

The strategies mentioned are used in the Urban Goods Distribution for different 

commercial and industrial sectors, where the retail sector is one of the most studied to 

perform and assess different strategies that improve the supply chain [35]. Other sector 

that can be analyzed under those distribution strategies is the Hotels, Restaurants and 

Catering distribution sector (Ho.Re.Ca) due to its similarities with the retailer sector, 

especially in the replenishment decision-making processes [35]. In the following 

section an integrative urban supply chain framework is proposed for the Ho.Re.Ca 

sector in which different distribution models can be analyzed. 

3 Urban Supply Chain Model for the Urban Goods Distribution 

In this section it is proposed an urban supply chain network for the Ho.Re.Ca sector, 

where multiple products should be delivered to the final consumption points [36] and 

three delivery alternatives are considered: a) direct deliveries from the producer to the 

final customer using an own fleet of vehicles, b) use of wholesalers (hub) for a specific 

geographic zone and d) use a combination of such alternatives. Normally, in this sector 

there are multiple suppliers and customers, logistics service providers and distribution 

 

11

An Urban Supply Chain Distribution Model

Research in Computing Science 148(4), 2019ISSN 1870-4069



centers (Hubs). The proposed model has three levels in which three different types of 

pick-up and delivery routes can be made: 

 Pick-up route - r1: This route is just dedicated to pick-up the products at supplier 

locations for the transportation to the consolidation center (hub). 

 Pick-up and delivery routes - r2: In this type of route both pick-up and delivery 

process are performed, first the pick-up from the supplier and then the delivery services 

are accomplished without consolidation at the hub. The hub could be a node to deliver 

goods. 

Delivery Routes r3: In this type of routes goods deliveries from the hub are made to 

customers. These deliveries can be made directly or in tour way.  

In this structure all vehicles must leave and arrive from the distribution center and 

each supplier produce only one type of product. This routes are depicted in figure 2. 

 

 
Fig. 2. Proposed Three level distribution network 

4 Model Formulation 

In order to define the mathematical model, a direct graph 𝐺 = (𝑁, 𝐴) is considered, 

where N is the set of nodes 𝑁 = 𝐶 ∪ 𝐹 ∪ 0 containing the subset  𝐶 ≔ {𝑗, … , 𝑗′} ∈ ℕ 

that represent the customers, subset 𝐹: = {𝑖, … , 𝑖′} ∈ ℕ representing the suppliers and 

node 0 representing the hub (only one hub is consider in this case). The set of arcs A is 

the link between the nodes. There are complete subgraphs consisting of suppliers 𝑖, … , 𝑖′ 
and the hub 0; and customers 𝑗, … , 𝑗′ and the hub 0. To ensure that there are direct 

transportation between suppliers and customers, 𝐺 contain arcs {𝑖, 𝑗}, 𝑖 ∈  𝐹, 𝑗 ∈  𝐶. 

The homogenous fleet of vehicles are indexed by  𝑘 ∈  𝐾 where 𝐾 ∈ ℕ, and those start 

and finish their routes 𝑅: {𝑟1, 𝑟2, 𝑟3} at the hub 0. 

To ensure that the hub behaves as a consolidation center, the route r1 must be 

executed before r3 allowing that the products that arrive to the hub in route one, can be 

processed for the distribution in further transports in route r3.  

The Objective Function that minimizes the transportation cost using mixed integer 

linear programming formulation (MILP) is presented in equation 1 and three groups of 

different constraints are considered (Common constraints for routing problems, 

constraints for vehicle flow conservation, constraints for capacity in each type of route 

R). The constraints are presented in annex A. 
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𝑀𝑖𝑛 ∑ [∑ 𝐶0,𝑖𝑥0,𝑖
𝑘,𝑟1

𝑖∈𝐹

+  ∑ ∑ 𝐶𝑖,𝑗𝑥𝑖,𝑗
𝑘,𝑟1

𝑗∈𝐹,𝑖≠𝑗𝑖∈𝐹

+ ∑ 𝐶𝑖,0

𝑖∈𝐹

𝑥𝑖,0
𝑘,𝑟1]

𝑘∈𝐾

+ ∑ [∑ 𝐶0,𝑖𝑥0,𝑖
𝑘,𝑟2

𝐹

𝑖=1

+ ∑ ∑ 𝐶𝑖,𝑗𝑥𝑖,𝑗
𝑘,𝑟2

𝐹

𝑗,𝑖≠𝑗

𝐹

𝑖

+ ∑ ∑ 𝐶𝑖,𝑗𝑥𝑖,𝑗
𝑘,𝑟2

𝐶

𝑗

𝐹

𝑖

𝐾

𝑘=1

+ ∑ ∑ 𝐶𝑖,𝑗𝑥𝑖,𝑗
𝑘,𝑟2 + ∑ 𝐶𝑖,0

𝐶

𝑖

𝑥𝑖,0
𝑘,𝑟2

𝐶

𝑗,𝑖≠𝑗

𝐶

𝑖

]

+ ∑ [∑ 𝐶0,𝑗𝑥0,𝑗
𝑘,𝑟3

𝐶

𝑗=1

+ ∑ ∑ 𝐶𝑖,𝑗𝑥𝑖,𝑗
𝑘,𝑟3

𝐶

𝑗,𝑖≠𝑗

𝐶

𝑖

+ ∑ 𝐶𝑖,0

𝐶

𝑖=1

𝑥𝑖,0
𝑘,𝑟3]

𝐾

𝑘=1

. 

(1) 

The model notation for parameters and variables is: 

K={k} 𝑆𝑒𝑡 𝑜𝑓 𝑣𝑒ℎ𝑖𝑐𝑙𝑒𝑠. 
𝐶𝑘 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑘 ∈ 𝐾. 

𝑑𝑗,𝑝 Demand form the customer j ∈ C of product p ∈ P. 

𝑜𝑖,𝑝 Quantity of product p ∈ P supplied by supplier i ∈ F. 

𝜆𝑖
𝑘 Time when the vehicle k ∈ K begins it service to the customer j ∈ C. 

𝑢𝑗 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑡𝑖𝑚𝑒 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑡 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑗 ∈ 𝐶. 
𝑒𝑗 , 𝑙𝑗  Time window for the service at customer j ∈ C. 

𝑡𝑖𝑗
𝑘   Travel time of vehicle k ∈ K between the nodes i, j ∈ N. 

𝑞𝑖,𝑝
𝑘,𝑟

   quantity of product p ∈ P transported in the vehicle k ∈ K before visit the node 

i ∈ {F∪0∪C} on the route r∈{R}. 
𝜌𝑗,𝑝

𝑘  Quantity of product p ∈ P in the vehicle k ∈ K that leave the hub and must be 

delivered at the nodes j ∈ C. 
𝑥𝑖𝑗

𝑘𝑟 Decision binary variable, 1 if the vehicle 𝑘 ∈ 𝐾 uses the arc from i to j in the 

route 𝑟 ∈ 𝑅, otherwise 0.   

5 Discussion and Analysis of Results 

To solve the problem presented in the former section in an exact way, the model was 

formulated on GAMS (General Algebraic Modeling System software) and solved using 

Mixed Integer Linear Programing (MILP) in the CPLEX Solver. For testing the model, 

five small and medium instances were randomly generated, considering less suppliers 

than customers like in real applications. The network configuration for the test instances 

and the cost obtained with the model are presented in Table 1, in all cases using a single 

hub, several suppliers and customers. 

For the instances 1 and 2, with six and eight nodes respectively, the better routes to 

perform are route 2 (pick-up and delivery route). For the instance 3 with 10 nodes, the 

routes two and three are used for accomplishing the service to all the customers. The 

same occurs for instances 4 and 5 with 12 and 14 nodes respectively, in which routes 

two and three are generated as presented in Table 2. Figure 3 depicts the routes between 

suppliers, customers and the Hub for the instance 5 with 14 nodes at a Cartesian plane 
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that allows to obtain Euclidian distances and generate the routes construction according 

to the MILP optimization model.  

Table 1. Instance configuration 

Instance Configuration (F – 0 – C)* # nodes Cost 

1 2 – 1 – 3 6 244 

2 2 – 1 – 5 8 318 

3 3 – 1 – 6 10 470 

4 3 – 1 – 8 12 493 

5 3 – 1 – 10 14 494 

* notation used in the model formulation (F: suppliers, 0: Hub, C: customers) 

Table 2. Tour and routes for the instances. 

Instance Tour Route Distance 

1 0 – F1 – F2 – C1 – C2 – C3 – 0 r2 244 

2 0 – F1 – F2 – C1 – C5 – C4 – C3 – C5 - 0 r2 318 

3 0 – F3 – F2 – F1 – C6 – C5 – C1 – 0. 

0 – C4 – C3 – C2– 0 

r2 

r3  

228 

242 

4 0 – F1 – F2 – F3 – C6 – C5 – C1 – 0  

0 – C2 – C3 – C4 – C7 – C8 – 0  

r2 

r3 

228 

265 

5 0 – F3 – F2 – F1 – C6 – C9 – C5 –C1 – 0 

0 – C2 – C3 – C4 – C7 – C8 – C10 – 0 

r2 

r3  

228 

266 

 

 

Fig. 3. Routes generated for the instance 5. 

From table 2 it can be observed that the greater the number of nodes, the greater the 

total travel distance. Also, when there are few nodes just one route is activated. As the 

number of nodes increases, new routes are activated to divide the travel distance and 

equilibrate the loads.  

When the instances include more than 15 nodes “the dimensionality curse” has their 

effect and the computation time and the computational memory use increases 

significantly, and the solver does not find a feasible solution in a reasonable 
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computational time, so for larger instances the problem must be solved using a more 

robust and fast computer which increase computational calculation cost, reason of why 

it is suggested the use of  metaheuristic methods, such as genetic algorithms or Tabu 

search for techniques based on population and trajectory respectively [37]. 

6 Conclusions 

Urban fright distribution includes several actors and transportation levels that must be 

consider in order to model and solve problems according to real conditions. Different 

strategies have been used in urban supply chain for the Urban Goods Distribution 

processes, in which is difficult to assign routes and vehicles to the facilities involved in 

the transport/distribution process. This article presented a Mixed Integer Linear 

Programming (MILP) model that allows configure the routes and the facility 

assignments to such routes for small and medium instances, that can be solved exactly 

for distribution network involving one hub and several suppliers and customers. 

The results obtained for the model in the tested instances allows conclude about the 

ability of the model to obtain solution for a very common distribution problem in the 

Ho.Re.Ca sector. The behavior of the model is according to what was expected for the 

solutions of the tested instances. In this way, when solving small problems, a single 

route is required, but when bigger instances have to be solved, several routes and a 

more complex distribution plans are generated by the MILP model. However, when the 

proposed model has to solve instances with more than 14 nodes, the computational time 

and the memory requirements increase significantly, reason of why it is suggested the 

use of metaheuristics methods to solve those problems. 

As future research lines, it is suggested to develop metaheuristics methods for 

solving the model in order to analyze complex distribution networks with more 

suppliers, hubs and customers. It is also interesting to incorporate more variables and 

conditions in the urban distribution model, such as traffic congestion and time windows. 

Another future research line is the use of multi-agent systems for asses the different 

behaviors and the response levels to dynamic changes in operational conditions, such 

as travel time, service time and dynamic demands. 
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Abstract. Based on the information from the World Health Organization 

(WHO), breast cancer is one of the most common diseases that affect women and 

the largest worldwide disease causing of woman mortality. Currently both, 

patients and health personnel use the Internet to consult medical information; 

specifically, patients focus on seeking support for the care of their disease. 

However, the efforts made to support the care of patients with this disease are not 

enough. Hence, this paper presents a technological platform focused on the 

improvement of the processes of diagnosis, medical prescription, prevention, 

monitoring and treatment of breast cancer, which takes advantage of innovative 

technologies such as collaborative filtering, semantic Web, opinion mining, Big 

Data, and multi-device applications. In addition, a case study is presented, and 

an evaluation in terms of usefulness. Finally, from the analysis of the user 

interviews is shown that the Web application has a high degree of acceptance of 

patients with breast cancer. 

 

Keywords: big data; breast cancer; opinion mining; medical recommendation. 

1 Introduction 

The World Health Organization (WHO) published in 2018 the latest estimates on the 

incidence and mortality of six different types of cancer in 186 countries. According to 

the WHO, lung and breast cancer are the leading types worldwide in terms of the 

number of new cases. Based on these results, it is estimated that cancer worldwide has 

increased to 18.1 million new cases, while 9.6 million people will lose in 2018 the battle 

against this disease [1].  

The cancer diagnosis in an early stage is important for patient survival. Statistically, 

each year, 246,660 women are diagnosed with breast cancer, of which about 40,890 

results in deaths. Depending on the stage in which the disease is detected, the survival 
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percentage may vary; if cancer is detected in a single breast, could reach 99 percent of 

survival rate; if it expands to the lymph nodes the survival rate decreases to 85%; and 

if disseminated in different parts of the body, the 5-year rate decreases to 26%. In the 

worst case, 5% of women are diagnosed for the first time when they are in the 

metastasis  [2].  

According to the WHO, there are three actions to improve the early stage diagnosis 

of cancer: 1) enhance awareness about the symptoms of cancer in the society and 

encourage them to seek medical attention when they detect it; 2) make investments in 

the equipment of health services and the training of medical personnel in order to make 

more accurate and timely diagnoses, and 3) ensure patients have a safe and effective 

available treatment neither costly nor personalized effort. 

Currently, both patients and health personnel use the Internet to consult medical 

information without to be sure the information is accurate or true. Specifically, patients 

focus on seeking support for the care of their disease. However, the efforts made to 

support the care of patients with this disease so far are not enough. 

This paper presents a technological platform focused on the improvement of the 

processes of diagnosis, medical prescription, prevention, monitoring and treatment of 

breast cancer.  

Some of the benefits that this platform will provide are:  

1) Guaranteed access to services and medical attention to people of any gender, 

personal condition, race or sexual condition, only Internet access is required.  

2) Interactive exchange of opinions, an Internet interaction arises between patients, 

doctors or organizations through the use of social networks, forums, blogs, and open 

communities, among others.  

3) Guaranteed and quality care.  

4) Reliable medical information, the doctor supports the patient to access 

information reviewed/filtered by another doctor, delimiting the information available 

on the Web that is not relevant.  

5) Patient training, the doctor offers suggestions about the patient's illness and then 

the patient becomes autonomous in the management of their daily health due to the 

process of searching for reliable information and the validation that follows with the 

doctor.  

6) Effective time management, the patient saves time on trips for face-to-face 

consultations with the doctor, when doubts arise, he communicates with the doctor 

through his mobile device or computer.   

7) Cost savings, personalized services are obtained at affordable prices. It is more 

expensive a private medical appointment than an online consultation.  

8) Regardless of time and geographical location, the patient is guaranteed access to 

quality healthcare information and services.  

9) Increase safety, in all stages of the medical process allowing better control in the 

organization of the patient information. 

The rest of the paper is organized as follows. In section 2 related works discussion 

of the breast cancer research area are presented. In section 3 a platform architecture and 

main functions are described. Section 4 presents a medical specialist in oncology 
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ontology. Section 5 describes and present the results of a case study. In Section 6 a web 

application usefulness evaluation is obtained. Finally, some conclusions and 

concluding remarks ideas are given. 

2 Related Work 

This section describes some of the more representative research works reported in the 

literature related to the breast cancer subject. For example, in [3] a mHealth Peer To 

Peer application to connect Hispanic patients with cancer is developed. In [4] a 

ubiquitous m-health system based on the user-centric paradigm of Mobile Cloud 

Computing (MCC) and data mining techniques are described. The core of the client-

side system is developed using an Android platform, and it is used for the collection of 

biological data from the breast; also, a data mining technique with the Naïve Bayes 

(NB) classifier to predict malignancy in breast tissue and storage of MCC data on the 

server side is described. In [5] a method of feeling analysis is proposed to understand 

the emotions and opinions of users of an online support group on breast cancer related 

to tamoxifen. 

In [6]  an approach to develop a mobile web application that focuses on breast cancer 

patients, the proposal allows analyzing the information related to specific dietary, 

physical and mental aspects according to the stage of their medical treatment is 

presented. The authors incorporate gamification and social networks to involve and 

motivate people to achieve their goals of adopting healthier eating habits while 

increasing physical activity to ensure a lifestyle change.  

In [7] a web support system for clinical decision for oncologists and patients with 

breast cancer is proposed. This system comprises three different forecasting 

methodologies: the first one is the Nottingham Prognostic Index (NPI) used clinically; 

second is the Cox regression model and the third one is a Partial Artificial Neural 

Network with Automatic Relevance Determination (PLANN-ARD). The three models 

produce a different prognostic index that can be analyzed together to obtain a more 

accurate diagnosis of the patient.  

In [8] the development of a Medical Decision Support System (MDSS) for a hospital 

case is proposed. The authors develop the services of the medical team for cancer in 

hospitals from Taiwan. An ontological basis using a knowledge engineering approach 

for breast cancer is presented. The results show that the system improves the internal 

administrative efficiency, medical care quality, and the hospitals decision making. 

Although the works analyzed in this section provide innovative solutions to the 

breast cancer domain, it is important to mention that there are no reports that address 

the prevention, detection, monitoring, and treatment of breast cancer. In this sense, the 

present work proposes a technological platform for breast cancer that takes advantage 

of innovative technologies such as collaborative filtering, semantic Web, opinion 

mining, Big Data, and multi-device applications. In the following section, the proposed 

platform is described in detail. 
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3 Architecture 

Figure 1 presents the general web platform architecture for the prevention, detection, 

monitoring, and treatment of breast cancer. The architecture is composed by four main 

layers, Presentation, Web services API (Application Programming Interface), Business, 

and Data access; each one with different modules that independently execute their tasks 

in order to enable the platform scalability. 

 

 

Fig. 1. Platform Architecture.  

 Presentation Layer. The presentation layer enables the interaction between users 

and web platform, also known as a graphical user interface. The platform must be 

easy to use, understandable, and friendly to the user. This layer communicates with 

the platform through an API REST-based Web Services. Specifically, this layer 

covers the following applications: 

─ Web Application. This application enables the user access to the platform from 

any Web browser (Edge, Chrome, Mozilla Firefox, Safari, among others) thus 

enabling access from different operating systems such as Windows, Mac OS and 

Linux, as well as iOS, and Android. Also, a responsive User Interface approach 

is used, allowing the platform responds to different browsers and devices. 

Presentation layer

Web	servicesAPI

Business	layer

Data	access layer

Recommendation module

Responsive Web	application Mobile	application

Opinion miningSocial	Networks

REST	Web	Services
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filtering
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─ Mobile app. Consists of a mobile application for devices based on iOS and 

Android, being the most used versions in the market of smartphones and tablets. 

─ Web services API. The Web Services API will provide a set of REST-based Web 

services grouped by a function that will allow exchanging data between 

applications, in this case, between the presentation layer (Web and mobile 

interface) and the business layer explained bellow. 

 

 Business Layer. The business layer will contain the main logic of data processing 

within the Web application. It communicates with the presentation layer to obtain 

the user's inputs and present the resulting information, as well to the data access layer 

to carry out its operations. The main features or options that the user has in their 

interaction with the system are: 

─ Recommendation module. This module will generate recommendations based on 

two different approaches: 

o Knowledge-Based. The recommendations generated by this module are based 

on the knowledge we have about the items (oncologists and hospitals) that the 

user has valued (either implicitly or explicitly). 

o Based on collaborative filtering. The recommendations generated by this 

module will be based on similarities between the active user (the user to be 

recommended) and the rest of the users of the system. The items (hospitals and 

oncologists) will be recommended by those that have not been rated by the 

active user and that have been well evaluated by similar users. 

─ Social networks Integration. This module enables opinions collection from 

oncologists and hospitals from social networks like Facebook and Twitter. 

─ Opinion mining. Enables user opinions analysis regarding oncologists and 

hospitals from both the web platform and social networks like mentioned before. 

This analysis allows the generation of recommendations based on user opinions. 

─ Big Data Analysis. This module considers the user data analysis available in the 

repositories of the platform. In addition, an analysis of large volumes of 

information (Big Data) will be carried out. User behavior patterns will be obtained 

to be useful for recommending treatments, diagnoses or follow-up the conditions 

not only based on similarity or previous clinical history experiences but according 

to the user's particular behavior patterns depending on the type of condition of the 

cancer. If the disease is in its terminal phase, its state of mind and other social 

factors acquired from medical social networks. 

 

● Data access layer. Enables simplified the access to the stored data founded in this 

layer, which is comprised of the main logic of access and persistence of data within 

the Web application. This layer will have to support the storage of data, the recovery 

of information, and the concurrence of multiple users accessing the information. 

The stored information in this layer is: 

─ Breast Health repository. This repository will contain information related to 

recommendations, clinical history, and profiles of physicians and patients 

registered in the platform. 

─ Social networks Repository. Contains opinions of registered oncologists and 

hospitals on the platform from social networks such as Facebook and Twitter. 
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─ Ontology repository. Used for storing and managing access to the information 

and knowledge based on an OWL (Web Ontology Language) format, such as, the 

ontology models, the oncology specialist data, and the breast cancer clinical 

presentation. 

─ CSV Repository. This repository contains CSV files (simple text with commas 

separated values). These files allow representing the matrix scheme of the system 

in which the pertinent data are stored to make medical recommendations. 

4 Medical Specialist Ontology 

Since the purpose of this paper is to model the more representative oncology specialists, 

such as hematologist-oncologist, gynecologist-oncologist among others. We have 

designed an ontology of medical specialist in oncology. The proposed ontology is based 

on the web ontology language (OWL). The complete ontology is shown in Fig.2. The 

main class of the specialist is composed of Medical Specialty, General medicine, and 

General practitioner. The first one is subdivided into gynecologist, hematologist, 

oncologist, orthopedist, pathologist, and radiologist.   

 

Fig. 2. Medical Specialist Ontology. 

The Menthonlogy method presented in [9] was followed for the design of the 

ontology of medical specialists. Specifically, a series of activities were carried out, each 

of which focuses on one aspect of the conceptual model of knowledge: terms, 

taxonomy, relationships, axioms, and rules. 

5 Case Study: Breast Cancer Patients’ Recommendations  

To this case study, the monitoring of the health status of breast cancer patients is based 

on the following conditions: 
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1. The user is able to supervise its activities, habits, symptoms, and vital signs for the 

purpose of learning and evaluate its state of health. 

2. The user is looking for health’s recommendations in order to stay as healthy as 

possible to reduce the possibilities incidence of breast cancer.  

3. The user seeks to know the best oncologist experts for its kind of breast cancer 

according to its city, also the best options for hospitals in the breast cancer treatment. 

A possible solution for any of these previous situations are solved using the 

BreastHealth platform. BreastHealth allows any user to register and consults 

symptoms, habits, and vital signs. The user will be able to visualize medical 

recommendations to improve and maintain its health. Furthermore, the platform allows 

to search hospitals based on its treatments and search medical specialists in breast 

cancer. 

5.1 Medical Recommendations for Breast Cancer Patients 

BreastHealth allows monitoring any habits, symptoms, and vital signs as a fundamental 

part of the platform to provide good recommendations. Every user is responsible to 

keep update its own information about any stride and setbacks during any treatment in 

order to provide a useful and personalized information; such information is useful to 

the system and the medical specialist who is giving recommendations.  

Medical recommendations make easier for patients to keep control over diverse 

health aspects. The first recommendations to consider are those related to daily routines, 

since, through these it is possible to control the affectations that directly or indirectly 

impact on the vital signs of the users causing symptoms that are harmful to their health.  

Fig.3 shows some recommendations provided by the system for user habits, which, 

if carried out, will reduce or maintain the negative impact they have on the users’ health, 

particularly reflected through symptoms that can be registered by the users. To obtain 

the desired information, it is only necessary to enter the menu “Habits”. As can be seen, 

the system provides habit recommendations by date.  

5.2 Recommendations of Hospitals and Oncologists 

The user has the possibility to search an oncologist by name, state, and specialty. Once 

the search has been made, the results will be displayed and the user will be able to 

visualize and consult every doctor resume and entire information on a detail screen. In 

this section, the system will deploy medical specialist recommendations according to 

the user preferences (see Fig. 4). With regards to hospitals, the system acts just like the 

medical specialist section and display hospitals recommendations according to the user 

preferences. 
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Fig. 3. Medical recommendations.                             Fig. 4. Recommendation of oncologists 

6 Results 

The evaluation method is based on the satisfaction metrics of the user defined on 

SQuarRE ISO /IEC 25010: 2011 (International Standard Organization 2011). This 

standard ISO / IEC 25010: 2011 define two models of quality composed of general 

software characteristics; these features are composed of sub-general characteristics and 

specific attributes. 

In the quality framework defined in ISO/ IEC 25010: 2011, user satisfaction is 

related to the grade of use of a system or product in a specific context. This model is 

composed of sub-characteristics such as usefulness, trust, satisfaction, and conform. In 

this proposal is only used the usefulness sub-characteristic to use a unified evaluation 

of the support system during the decision making. The usefulness is formally defined 

as the grade of client satisfaction in the goal fulfillment.  

To evaluate the usefulness sub-characteristic, there are used four questions of the 

evaluation usability framework defined in ResQue [10] (Table 1). ResQue is a 

framework focused on the user experience with recommendation and decision making 

systems; which consist of constructions, metrics, and questions categorized by four 

dimensions (perceived system qualities, users’ beliefs, subjective attitudes, and 

behavioral intentions.).  Particularly, the ResQue usefulness is defined as a constructor 

and a metric named “user acceptance” dimension. This dimension allows grading two 

aspects: decision quality and the decision support through the four questions presented 

in Table 1.  
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Every answer of the questions must have a value 1 “Very disagree” to 5 “Strongly 

agree” in the rating scale of Likert according to ResQue. The questionnaire was applied 

to 20 people with breast cancer and they used the web application during a period of 

10 days. 

Table 1. Usefulness questions. 

ID Question 

Q1 The recommended elements effectively helped to find the indicated hospitals and 

medical specialist (decision quality) 

Q2 The recommended elements certainly influenced the selection of hospitals and 

medical specialist (decision quality) 

Q3 The platform provides the necessary support to find the indicated hospitals and 

medical specialist for the breast cancer treatment (decision support) 

Q4 The platform provides the necessary support to select the indicated hospitals and 

medical specialist for the breast cancer treatment (decision support) 

 

According to Fig. 5., we are able to obtain the next conclusions: between 16 and 20 

participants consider the web system as helpful, they were able to find 

recommendations for hospitals and medical specialist (Q1). Between 15 to 20 

participants consider the recommended elements really affected during the selection of 

hospitals and cancer specialist (Q2). Between 17 to 20 participants were agreed in the 

platform provides the necessary support to find hospitals and cancer specialist 

according to different cancer medical treatments (Q3). Finally, between 16 to 20 

participants consider the platform as useful to find locations of hospitals and cancer 

specialist for the cancer treatment (Q4).  

 

 

Fig. 5. Evaluation results. 

7 Conclusions 

A platform to support medical decision making to prevent, diagnose, treatment and 

monitoring of breast cancer is presented. This tool takes advantage of new technologies 

and innovations such as collaborative filtering, semantic web, opinion mining, big data, 

and multi-device applications. A case study was presented and it proves that Breast-
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Health is easy to use, and the generated information is useful to the users such as 

patients and medical specialist enrollees in the platform who gives services to cancer 

patients.  

In this work, an ontology that identifies medical specialists in Oncology is 

implemented. This ontology allows identifying the adequate medical specialist for 

monitoring and evaluation of every patient. The platform also provides medical 

recommendation related to daily routines, since, through these it is possible to control 

the affectations that directly or indirectly impact on the vital signs of the users causing 

symptoms that are harmful to their health 

The web application was evaluated through usefulness terms. The obtained results 

show a high grade of acceptance between the main users of this proposal, breast cancer 

patients; the web application will be improved in a near future to bring a better treatment 

to users from specialists.  
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Abstract. The present work describes the use of statistical computer vision to 

detect presence-absence of aluminum threads in automotive parts, the vision 

system is based on a Keyence IV 500 camera and its statistical software. A real 

case of detection of an industrial aluminum thread was used to demonstrate the 

effectiveness of the non-invasive machine developed. The results show that using 

three sequenced tools: brightness adjustment, position reference and area 

calculation, the repeatability improves by 38%. The study verified the usefulness 

of the statistical computer vision for fault detection and diagnostics in aluminum 

threads, a standard statistical analysis of the results presented in the study 

demonstrates that parts with threads have a punctual performance and, the parts 

without threads or even without the hole have a statistical normal behavior. The 

developed method has the ability to automate the correct segregation of good 

parts with enhanced accuracy avoiding damage to the part, normal in 

conventional manual methods. The used camera and its brightness compensation 

demonstrated that environmental light has no effect to the results. 

Keywords: aluminum threads, fault detection, statistical computer vision, thread 

inspection, vision inspection. 

1 Introduction 

1.1 Manufacture of Threads in Aluminum 

Automotive manufacture commonly uses screws to make an assembly between 

components, the housings of those screws are known as threads. Several normativity 

exists to define the basic shape of a thread and its manufacturing tolerances. 

The basic shape of internal metric threads is described by ISO-68-1:1998 [1]; for 

aluminum there are two different manufacturing processes that fulfill this. For the first 

one a previous hole with a diameter equal to the minimum diameter of the thread is 

made and then a cutter removes material and generates the thread, in the second one a 

tool deforms the aluminum applying force in the previous hole superior to the elastic 

limit of the aluminum, the material flows through the male profile and becoming a 

female laminated thread. In aluminum it´s common to use laminated threads for its 

grater resistance to deformation. 
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Fig. 1. Representation of laminated threads. 

Figure 1, shows a representation of a laminated thread, the red line denotes the basic 

shape of the thread, the blue zone represents the male tool, the gray zone is aluminum 

being laminated. Figure 2 shows the real laminated. 

 

 

Fig. 2. Laminated thread shape viewed through microscope. 

Commonly, laminated threads manufacturing process doesn’t have any failure, 

however if the tool breaks, there is a possibility that the thread doesn’t reach the desired 

depth or not being machined. This failure is what is needed to be detected. 

1.2 Traditional Methods for Thread Inspection 

There are several accepted methods for inspecting threads, however for mass 

production, go/no-go gauge is the most used. The MSA Manual [2] describes a Gage 

as a device used to obtain measurement; frequently used to refer to equipment used on 

production floor; including go and no-go devices. In other words, is an attribute 

characteristic tool easily used by operators that mechanically compares the 

interferences between the manufactured part and the device itself.  

In the case of threads, gages use pitch diameter to do the inspection, first with the 

minimum material condition and after with maximum material condition. In the first 

case, the go gage must be inserted through the whole thread, then the length is measured 

with a Vernier calibrator, if both comparisons are under tolerance then the no-go gage 
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is tried to be inserted but the part must not accept the gage. This inspection method has 

a cycle time between 12 to 15 seconds for M5 to M12 threads. 

The method has three principal disadvantages, cycle time, the probable damage 

caused in the manufactured part, and the use life of the gage. To solve this problem, the 

gage is used only for setup analysis and tracking every few hours, however the operator 

must do a visual inspection to the part, this inspection is called “presence-absence 

inspection”. 

1.3 Discrepant Parts Detection Systems 

The industry is always pushing for suppliers to achieve high volume production with 

perfect quality rate at low cost. The only way to obtain this objective is to get more 

efficient process by reducing machine time cycles, and errors in parts and 

subassemblies. 

Presence-Absence detection process have received considerable attention by the 

Automotive industry, because missing characteristics have associated elevated 

production and rework cost. Automotive Industry Action Group (AIAG) in FMEA 

Manual [3] foresees several types of detection systems that can be resumed in the 

table 1. 

Table 1. Detection FMEA resumed table. 

Criteria Range Detection probability 

Postprocessing failure detection by visual aids 8 Remote 

Postprocessing failure detection by operator 

using variable or attribute gages 
7-8 

Low 

Postprocessing failure detection by automated 

controls that detects discrepant parts and locks to 

prevent posterior postprocessing 

3-4 

High 

 

According to [3] automated validation machines are placed at the process to ensure 

that the parts are compliant with the customer's specifications. This validation becomes 

more important when the customer is Tear 1 or 2, because it doesn't use some of the 

missing characteristic, and the whole assembly goes to the OEM (Original Part 

Manufacturer), the cost of the claim increases, and the confidence of the whole 

productive chain is lost. Those characteristics are called PTC’s (Pass Through 

Characteristics). 

Automotive industry normally uses a go/no-go gage to inspect threads, if this 

verification is made in every part, it could be possible that some of the threads were 

damage. The gage itself could be affected in its own dimensions, and the part and 

process could be compromised. The use of gages for 100% inspection requires an 

operator dedicated to this verification, the usual time for the job is 12 seconds per 

characteristic to be verify. 

The use of non-invasive media to detect presence-absence of threads has many 

advantages (see Table 2), however when a Repeatability-Reproducibility study is 
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performed, the non-invasive media has a low performance, therefore this kind of 

inspection methodologies are avoided. 

Table 2. Comparison between gages and non-invasive media. 

Criteria Use of gage go No-go Use of non-invasive media 

Cycle Time  12 seconds minimum 0.5 seconds maximum 

Operators Dedicated Shared 

Damages Highly possible Non-Possible 

Repeatability High Low 

Reproducibility High Low 

 

No invasive methods could be used to support the diagnosis of production, assuring 

the characteristic without damaging the part. The use of statistical methods to determine 

when a machine is trustworthy enough to detect not conforming product and guaranty 

the compliance with the customer regulations. The main porpoise of this paper is to 

present a visual machine that detects the presence-absence of CNC laminated threads 

with a high performance in repeatability and reproducibility, demonstrating the 

viability of the method. 

2 Related Work 

The main works for the detection of faults are enlisted below. 

In 1982 Baumann [4] documented the first production implementation of the General 

Motors “Consight Vision System”, foundry successfully sorted up to six different 

castings at up to 1,400 an hour from a belt conveyor us-ing three industrial robots in a 

harsh manufacturing environment.  

Vedang [5] fully describe at least ten documented works dated between 1988 and 

2014, he himself presented in 2015 a Comparative study of machine vision-based 

methods for fault detection in an automated assembly machine [6], that compares three 

different methods, Gaussian Mixed Models and Blob Analysis, optical flow method 

and running average method.  

Gonzalez [7] describes in 2013 a vision-based system presence-absence inspection 

of automotive subassemblies, using artificial vision for identifying the correct position 

of holes, threads and welds points using a laser pro-filometer and stroboscopic light.  

Urrea [8] in 2004 uses the Hough transform for detecting lines in a low-level vision 

system, he uses this algorithm in a toy mobile.  

Cortes [9] presented in 2010 a computer vision system for quality control in 

production, in his paper he describes the use of Matlab for digital processing for RGB 

and CMYK decomposition.  

In 2013 Londoño [10] generated an introduction to artificial vision through 

laboratory guides using Matlab. 

Vedang [5] in 2014, presented the Effect of illumination techniques on machine 

vision inspection for automated assembly machines.  
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Braggins [11] provides the actual illumination features for machine vision. 

There are many processes that uses vision systems to detect faults or follow tracks, 

in example, in 2007 Min-Goo Kang [12] presented an automatic weld seam tracking 

method using laser vision, in 2017 Sun Huaiyuan [13] used a vision based machine to 

assure the correct package of pharmaceutical drugs, in 2016 Ji Yeon Lee [14] describes 

a method to detect faults in the package of electronic chips. 

The actual work presents a machine that detects the presence-absence of CNC 

formed threads, based in Keyence IV cameras and Keyence contrast detectors. The next 

section describes the camera and all the involved configurations.  

3 Machine for PTC´s Inspection 

3.1 Machine Design 

The main parts of the machine are shown in Fig. 3, it consists of: one nest where the 

part is clamped and inspected, six cameras that verify the presence-absence of several 

product specification characteristics and a pneumatic cylinder that marks the conditions 

piece.  

 

 

Fig. 3. Automated Vision Base PTC detection machine. 

The machine uses a Siemens PLC to control all the functions, the human machine 

interface (HMI) helps to communicate failures and to accept reestablishment 

commands, opaque polycarbonate was installed to reduce environmental lighting to 

minimum, the inspection machine rate is 170 parts per hour. Siemens PLC and HMI 

are programed according the process, Keyence IV cameras were setup to fulfill three 

primary requirements, best focus, sufficient bright and the best contrast between an ok 

and nok part. 

During the automatic cycle cameras are operated simultaneously, each one sends an 

ok or nok signal to the PLC and if the trial of all sensor is ok, led lights are turned on 
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at a visual aid (see fig 4) in this case the part is unclamped otherwise, the correspondent 

led blinks showing which characteristic is not accepted, the sequence is interrupted until 

the supervisor recognize the fault. 

 

Fig. 4. Visual Aid. 

The system design includes steps such as selection, location and adjustment of 

cameras, environmental light controls, load-unload nest design, clamping method, 

PLC-HMI program. The design accomplishes the next norms NOM-004-STPS-1999, 

ISO 12100, ISO TR 14121-2, ISO 1420, ISO 4413, IEC 60204-1, IEC 61140 and IEC 

62061. 

A critical task to implement the project is the calibration of the cameras, the present 

work will detail the configuration of the cameras to inspect a roll tap M5 thread in 

aluminum automotive part with a spot face in fig 5. 

 

 

Fig. 5. M5 thread with spot face. 

3.2 Camera Configuration for Thread Detection 

Cameras have been used to detect the presence of threads, though, it has been proven 

that the variation in the illumination and the contrast of the image can cause 

measurement errors.  

Keyence IV cameras have an autofocus system however, it could be set in different 

positions between 0mm and 500mm, brightness adjustment could be set between 1 

(dark) and 120 (bright) and it has three different imaging modes: 
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 Normal less noise. 

 HDR special adjustment for metals. 

 High gain short exposure time but low quality of the image.  

The parameters for M5 thread capture image were set as follows: Bright 71 with an 

exposure time of 0.36 ms and HDR mode is selected, focus selected was 110mm, and 

a magnification area of 2x with edge emphasis turned on. This increments the outline 

recognition. The image of figure 6 was set as master image and a compensation of 

brightness was set.  

Three hundred images were captured to be used as samples of the production line, 

those images were compared with the master image in Keyence IV configured with an 

area tool. Figures 7 a) and 7 b) show the results using the compensation of brightness. 

 

 

Fig. 6. Common configuration for thread detection. 

  

Fig. 7. a) Statistical results without brightness compensation, and b) Statistical result with bright 

compensation. 

Two tools were used to configure the camera: 

-Position tool, it looks for edges in the part that are located always at the same distance 

to the area to be analyzed, it is important to locate edges in axis x and y, fig 8 shows 

the configuration of the position tool. Green patterns are the edges to be validated, 

yellow patterns are erased from the images to avoid noise. As seen, an arc and a circle 

are validated, the result is that all the next tools must be referred to the position tool. 

a) b) 
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Fig. 8. Position tool adjustment. 

-Area tool, the area tool is used to detect high bright in the selected area, the tool was 

configured to detect thread pitches avoiding the center bright. Blue square in fig 9 is 

the bright compensation for the analysis, green pattern are the thread pitches, a mask in 

the center allows the camera to ignore the high bright area that is coincident with holes 

without threads. 

 

 

Fig. 9. Thread detection area tool configuration. 

The inspection was made in less than a second, as the machine has 6 cameras and 

several sensors installed, the total cycle time is 20 seconds including load and unload. 

4 Results and Discussion 

The performance of the adjustment was tested on 300 samples out of which the 185 

data sets were for normal operation sequence of the machine (CNC formed thread M5), 

75 were for parts that only include a hole nor a thread, and 40 were for parts that has 

no hole. To evaluate the performances, the results obtained were analyzed with the 
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statistical tool included in the Keyence IV sensor simulation software. Fig. 10 shows 

the behavior, Green data are good parts, red data are for not good parts, as seen there 

are 2 sections in red that correspond to no presence of thread and no presence of hole. 

 

 

Fig. 10. Equipment performance using statistical results. 

Even when the results of good parts have no statistical normal behavior, the 

difference between the good parts and the not good parts is 78 units of 100, that 

significantly contributed to increase the confidence on the detection of the absence of 

threads, Hence the led included in the visual aid helps the operator and the supervisor 

to protect the customer. 

5 Conclusions 

The effectiveness of the developed non-invasive machine using the statistical computer 

vision is presented, the article shows that a correct configuration of the camera 

improves the performance of the machine. Thread parametrization requires special 

training for process engineers, however operators have a confident tool to segregate ok 

and nok parts. It is concluded that presence-absence of threads with automated visual 

controls will assure the protection of the customer and complies the demand of AIAG. 

The time difference between, 20 seconds inspecting 15 characteristics, with 12 

seconds only for verify the M5 thread with the use of a gage demonstrated that 

automated fault detection machines are faster and effective to isolate good parts.  

Plans for future work include parametrization in different internal threads between 

M5 to M94 using the actual work as a base, the parameters would be tested on their 

ability to detect faults. 
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Abstract. In the Internet of Things (IoT) ecosystem, multiple smart devices 

communicate among them and with people. Similarly, they are primarily 

characterized by remarkable detection and processing capabilities. On the other 

hand, a service composition (SC) task involves performing the orchestration or 

choreography of services. SC is frequently studied in the context of Web services 

(WS), where a series of standards have been developed and used in real-world 

implementations to support SC. Unfortunately, these standards are inadequate in 

the IoT paradigm, since IoT devices are based on data/events and the resources 

are restricted. This research work proposes the design of a language for IoT SC, 

while simultaneously discussing important literature on SC, business process, 

IoT service orchestration, and IoT service choreography. Finally, as a proof-of-

concept, we present a case study of IoT service composition in the healthcare 

domain for patients with overweight or obesity. 

Keywords: business process, IoT, orchestration, service composition. 

1 Introduction 

The IoT is the important evolution of the Internet where heterogeneous devices and 

machines are interconnected among them and with people. Recently, the microcontrol-

lers used to communicate over the Internet have gained popularity, thus giving rise to 

a wide variety of smart and networked devices, such as digitally enhanced objects, mo-

tion detectors, health surveillance devices, electric meters, and even street lights. All 

these devices are chiefly characterized by their detection, processing, and network con-

nection capabilities [1]. 

In order to support the real-time communication of smart objects through the Inter-

net, some web protocols are being implemented in real time. These protocols are com-

patible with smart objects, Web open source standards such as the devices profile for 

web services and Constraint Application Protocols (CoAPs). In parallel, the services 

offered by smart objects are accessed directly on the Web and interact with a large 
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number of conventional web services to form a new generation of ubiquitous applica-

tions [2]; however, there seems to be a problem regarding the service composition (SC) 

of smart objects. 

SC is a basic principle of service-oriented computing (SOC) [3] where different ser-

vices are combined together in order to satisfy complex user requirements. Two im-

portant aspects of SC are service orchestration and service choreography [4].  SC is 

frequently studied in the context of web services and business processes, where a series 

of standards are developed and used in real-world implementations to support it. How-

ever, the current characteristics of IoT systems (e.g. devices are based on da-ta/events), 

as well as issues such as resource-restriction, make some of the techniques developed 

for Web SC inadequate when applied in the IoT, thereby implying that new SC mech-

anisms should be developed by taking into account the new requirements of IoT sys-

tems.  

Real-time support for web-based protocols has paved the way for the arrival of new 

IoT applications. Moreover, SC seeks to reuse several services from existing compo-

nents by joining them in a creative way; the idea is that when applied to the IoT context, 

streamlines the development of IoT applications. Likewise, SC applied in the IoT al-

lows combining services from multiple smart objects to satisfy complex user needs 

across a wide range of application domains, and it is used to create innovative applica-

tions in a more efficient way [5].  

This research work proposes an IoT-based language for service composition that 

considers both service orchestration and service choreography mechanisms. The re-

mainder of the paper is structured as follows: Section 2 discusses relevant literature on 

SC applied in the IoT, service orchestration and choreography and business pro-cesses 

(BP). On the other hand, Section 3 proposes the design of our language for IoT SC, 

whereas Section 4 introduces a case study of SC for the IoT in the healthcare domain, 

specifically for patients with overweight or obesity. Finally, section 5 pre-sents the re-

search conclusions and suggestions for future work. 

2 Related Works 

In their work, Yang and Li [4] proposed a strategy for selecting and aggregating sensory 

data to address the issue of IoT information service composition. The strategy considers 

the modeling and evaluation of the quality of service (QoS) in the IoT. Moreover, the 

authors implemented a binary genetic algorithm to identify the best SC solutions. On 

the other hand, Dar et al. [6] discussed the design and implementation of ROA, a ge-

neric architecture model with tools for integrating end-to-end systems and IoT-based 

business processes. Additionally, Ren et al. [7] presented a service selection model that 

highlights the global synergy effect based on collaboration requirements. The validity 

and advantages of the model and the algorithm were tested through the smart car man-

ufacturing simulation experiment in the cloud.  

Rapti et al. [8] proposed a decentralized service composition model for pervasive 

IoT environments that relies on artificial potential fields (APFs), while Dijkman et al. 

[9] proposed a framework for developing business models in IoT applications. The 
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framework was created from a literature survey on existing business model frame-

works. Then, the authors adapted these frameworks based on surveys to 11 companies 

that develop IoT applications. Conversely, Vidyasankar [10] proposed a transaction 

model and a correction criterion for executions of SC in the IoT. The proposal defines 

relaxed atomicity and isolation properties for transactions in a flexible manner and can 

thus be adapted for multiple IoT applications. Additionally, Ju et al. [11] presented a 

generic business model for IoT services that took as its basis a literature analysis and 

interviews with eight experts working for IoT companies. Similarly, the authors iden-

tified the key components of an IoT business model: key partners, key resources, key 

activities, and value propositions. 

Baker et al. [12] developed a multi-cloud IoT SC algorithm called E2C2, which 

seeks to create a conscious energy composition plan by looking for and integrating the 

least possible number of IoT services. To test E2C2’s performance, the authors evalu-

ated it against four SC algorithms in multiple cloud environments (i.e. All clouds, Base 

cloud, Smart cloud, and COM2). Meanwhile, Bergesio et al. [13] proposed an object-

oriented model capable of orchestrating services and using the services in a stand-alone 

system to help users personalize smart spaces.  

Furthermore, the model provides an automatic adaptation of a "personalization" 

when the environment is modified. On the other hand, Wen et al. [14] proposed a fog 

orchestrator to facilitate the centraliza-tion of a group of resources, map applications to 

specific requests, offer an automated workflow to physical resources, generate work-

load execution with control of runtime QoS, and create efficient directives over time to 

manipulate objects. In addition, Macker and Taylor [15] proposed the Network Edge 

Workflow Tool (Newt) for two use cases. In the first case, Newt was used to implement 

a causal workflow in a disaster response scenario, whereas in the second case, it was 

used to orchestrate William Shakespeare's Hamlet by distributing the actors across an 

emulated wireless environment and having them exchange information. 

In their work, Duhart et al. [16] presented the Environment Monitoring and Man-

agement Agent (EMMA) framework, which relies on a set of elements for designing 

distributed architectures for receptive environments. The authors used the resource-ori-

ented architecture (ROA). In addition, Chen and Englund [17] discussed a choreog-

raphy platform for Internet-oriented services, which performs the choreography of het-

erogeneous services by means of an automatic synthesis of choreography dia-grams. 

The approach was particularly proposed for Cooperative Intelligent Transport Systems 

(C-ITS), where vehicles, infrastructure, and cloud services are interconnected and co-

operate to achieve efficient transport solutions. Finally, Pahl et al. [18] pre-sented an 

architectural pattern with its underlying principles. The pattern combines IoT edge or-

chestration with a provenance mechanism, which relies on the chain of blocks for 

trusted orchestration administration (TOM) in the cloud. 

As can be observed, the majority of the works do not draw upon traditional Web 

services or wearables for IoT service composition. The following section introduces 

our language for IoT service composition and thoroughly discusses its design and its 

basic elements that enable service orchestration. 
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3 Design of an IoT-based Language for Service Composition 

Service composition is performed through either service orchestration or service cho-

reography. Service orchestration is a centralized process for organizing interac-tions 

among the services of an activity or business process; however, orchestrators involved 

in a same service orchestration task rarely know each other. Similarly, note that service 

orchestration was designed to orchestrate both conventional web services described in 

WSDL (Web Services Description Language) and REST services (Rep-resentational 

State Transfer) that currently use the different providers of wearable devices. 

In this paper, we present the design of a language for IoT service composition, which 

has the necessary elements to perform the orchestration of services. The lan-guage’s 

service orchestration elements are explained below: 

 orchestrationIoT: The beginning and the end of the services orchestration in the 

IoT. 

 definitionRoles: Label to define business processes and their roles. 

 varorc: Data/states to be used within the business processes. 

 colaborations: Label for conversations in the business process. 

 exceptions: Label for handling exceptions. 

 faultRecovery: Label for error recovery. 

 eventCtrl: Label for concurrent events. 

 busproflow: Implement the business process flow. 

 invdoe: Method for invocating data or events from the smart device. 

 recdoe: Method for receiving data or events from the smart device. 

 repdoe: Method for responding to data or events from the smart device. 

 deviceData: Label used to obtain the description of the smart device (i.e. series, 

brand, model, size, weight, and status - active or inactive). 

4 Case Study: Services Composition in Healthcare for Patients 

with Overweight or Obesity 

This section presents a case study to represent the services’ orchestration within the 

IoT-based service composition language. Namely, the case study addresses the compo-

sition of healthcare services for overweight/obese patients. The scenario is as follows: 

 An adult patient with overweight/obesity needs to monitor and coordinate the ser-

vices provided by the wearable provider and those from a smart scale. Likewise, the 

patient needs external services that would help them achieve their goal of con-

trolling or losing weight. Note that all the service’s data are visualized by the pa-

tient in real time. 

Fig. 1 represents the scenario explained above. As can be observed, the patient’s 

medical parameters (i.e. burned calories, physical activity, heart rate, weight, BMI) are 

collected by a wearable device and a smart scale, which are synchronized using a 

smartphone. 
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Fig. 1. Service orchestration for a patient with overweight or obesity. 

The patient uses an application to visualize the services’ composition. To perform 

the orchestration of the services (i.e. burned calories, physical activity, heart rate, 

weight, BMI), the SC mechanism relies on REST to request the medical parameters to 

both the wearable device provider and the smart scale provider. The SC mechanism 

does this to coordinate these services and establish an order of invocation, so that they 

can be visualized dynamically and in real time by the patient. Then, the external Web 

services (clinical analysis, nutrition services, and aerobic exercises) are orchestra-

tioned. To this end, the SC mechanism relies on the WSDL to request information on 

each external Web service (e.g. availability, price, time, location). Then, using this in-

formation, the patient can select the most reliable clinical analysis laboratory, the best 

nutrition plan, and the most convenient type of aerobic exercise, according to their pref-

erences and criteria. 

The UML activity diagram of the previous scenario is depicted below in Fig. 2. Al-

so, the figure shows how we mapped the labels for the services’ orchestration to the 

language for IoT service composition. 

 The <orchestrationIoT> tag is generated in the initial state of the diagram. 

 The <definitionRoles> tag is generated according to the streets represented in the 

diagram (Language for IoT service composition, Web services, and REST-based 

Web service). 

 The <varoc> tag is generated when the patient defines the amount of weight they 

want to lose.  

 The <collaborations> tag is generated by identifying the smart devices and web ser-

vices used to achieve weight loss or weight control. 

 The <exceptions> tag is generated when exceptions occur (e.g. maintenance of the 

REST-based web service from the wearable provider). 

 The <faultRecovery> tag is generated to handle exceptions or errors (e.g. incomplete 

data on the availability of web services). 

 The <eventCtrl> tag is generated when the wearable device and the smart scale are 

concurrently working. This tag is represented in the diagram by the horizontal blue 

lines. 
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 The <invdoe>, <recdoe>, and <repdoe> tags are generated during the process of 

requesting the patient's medical parameters to the wearable device provider. 

 The <deviceData> tag is generated during the process of receiving the patient's med-

ical data. 

 

Fig. 2. UML-based activity diagram and the mapping process of the labels for the services or-

chestration  
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The language for IoT service composition is able to represent other scenarios, not 

only in the medical domain, but also in other contexts, such as home automation and 

the industrial sector. 

5 Conclusions and Future Work 

The increasing number of smart devices that nowadays communicate over the In-ternet 

has led to multiple heterogeneous devices connected in a network. Consequent-ly, there 

is a need for specific mechanisms to achieve the composition of all the ser-vices offered 

by these devices, and thus exploit the potential of the IoT. In this work, we propose the 

design of a language for IoT service composition. As a proof of con-cept, we present a 

case study for the orchestration of medical services for patients with overweight or 

obesity. The language requires all the involved smart devices to be intercommunicated 

through the Internet, and all the device providers to provide all the requested data. 

As future work, we will seek to work on other case studies and thus expand the 

applicability of the language. Furthermore, we will intend to design the service chore-

ography task and formalize the language to perform the composition of services in the 

IoT paradigm. 
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Abstract. Current competitive, complex, and uncertain markets push companies 

toward increasing active collaboration on the part of all human resources (HR) 

involved in the supply chain (SC), because increasing employee participation and 

SC collaboration among partners increase SC performance, competitiveness, 

and, consequently, financial and social success. In this article, we propose a 

structural equation model to measure the impact of human resources 

(independent latent variables) on SC efficiency (dependent latent variable). As 

data gathering instrument, we designed a survey that is responded in a Likert 

scale and then administered it to 284 participants, including company managers, 

SC managers, and operators in the Mexican manufacturing sector. For measure 

the dependence among variables, a structural equation model (SEM) integrates 

four latent variables: Role of Managers, Learning Environment, Employee 

Competencies, and Supply Chain Performance. The model is evaluated using 

Partial Least Squares (PLS) integrated in WarpPLS 6.0 software. Our findings 

revealed a positive interrelation among the four latent variables, yet in terms of 

magnitude, the Role of Managers reported the largest effect on the SC Learning 

Environment. 

Keywords: human resources, structural equations model, supply chain, 

managers, learning focus. 

1 Introduction 

Supply chain (SC) has become an essential business tool to survive in current 

competitive markets [1], fueled by rapidly changing customer interests and loyalty. To 

subsist in these challenging environments, companies must act wisely in their SCs by 

improving the inventory’s management, production and delivery times [2]. In such 

cases, it is important to coordinate all SC members to work as a unified front and move 

toward common goals, such as meeting customer demands and improving the 

efficiency of the procurement, production, and distribution processes, among others.  
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That collaboration strategies allow companies to take better advantage of human 

resources (HR), including their abilities, skills, and knowledge, and to understand better 

both suppliers and customers’ concerns in an attempt to integrate, coordinate, and 

improve the production process and the information flow due to the contribution of all 

SC members [3]. However, ensuring a collaborative environment to reach common 

goals is not easy, as it means forging relationships, making adjustments and alignments, 

communicating effectively, making joint decisions, and sharing information and 

knowledge, among others [3].  

While many studies have emphasized on the role of managers as leaders [4], or the 

impact of operators, because of their skills and knowledge, on SC performance [5], our 

research is the first one to quantitatively define the impact of these two human factors 

on SC performance within a learning environment. In other words, this paper aims at 

quantitatively defining how the role of managers, employee competencies, an 

appropriate learning environment, and SC performance are interrelated. 

1.1 Role of Managers and a Learning Environment in the SC 

The Company directors today, know best the company’s strategic objectives, and they 

are responsible for aligning every SC activity with such objectives [6]. In addition, SC 

performance have reported that managers’ perceptions regarding their environment 

directly influence their attitudes and commitment to the organization and their 

subordinates. Furthermore, the abilities and skills of company directors and employees 

represent a competitive advantage to improve SC performance. For this reason, HR 

managers must align every employee competency and organizational value with the 

SC, without neglecting policies, practices, and systems affecting the attitudes, behavior, 

and performance of SC members [7]. Another important role of managers is to 

encourage employee skills and creativity by promoting the generation of new ideas 

applicable to products, services, and work methods for continuous improvement. In 

fact, the success of organizations and SCs depends on the continuous improvement of 

employee capabilities and skills, developed when promoting empowerment, 

participation, and collaboration [8]. Considering our discussion on the role of company 

managers in the creation of an appropriate learning environment in the SC, we propose 

the first working hypothesis as follows: 

H1: The Role of Managers has a positive direct effect on the Learning Environment 

in the supply chain. 

1.2 Employee Competencies 

Employee capabilities are a competitive advantage in rapidly changing markets. 

Everything in an organization mirrors the abilities and skills of staff, from the 

production process to the product itself, including the company’s organizational 

structure, brand(s), marketing strategies, management processes, customer service, and 

even the supply chain. All this is an open window to what employees can and actually 

do [7].  
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To reach high standards and fulfill customer needs, the SC must be collaboratively 

managed at all levels strategic, tactical, and operational. The appropriate flow of 

information and inputs is vital from the procurement stage [9] since a product’s added 

value is generated from the beginning. It is also important to train multidisciplinary 

workers, so their knowledge and skills gained in different domains contribute to their 

efficacy and to a continuous SC improvement [5]. However, note that managers are 

responsible for planning such training programs with an appropriate focus that best 

suits the company needs. Considering thus the role of managers in the development of 

employee competencies, we propose the second working hypothesis as follows: 

H2: The Role of Managers has a positive direct effect on Employee Competencies in 

the SC. 

It is widely recognized that the information flow and knowledge are key to boosting 

SC in terms of improving demand forecasts and streamlining the flow of goods and 

inputs. [2]. Yet, the big advantages of knowledge and information are linked to 

employee capabilities. Employees must be skilled, must make effective use of data, and 

ought to share and communicate information that is useful to the organization as a 

whole, not only to a single department. A lack of such employee competencies may be 

a major cause of business failure [10], which is why managers must provide an 

appropriate work environment, focused on learning opportunities for all. These claims 

allow us to propose the third working hypothesis below: 

H3: A Learning Environment has a positive direct impact on Employee 

Competencies in the supply chain. 

1.3 Supply Chain Performance 

Efficient managers make the company profitable to shareholders. Therefore, they must 

be the first ones to generate new ideas that can be translated to economic benefits [11], 

and they are responsible for classifying and sharing all necessary information along the 

SC. Similarly, managers’ performance depends on their qualifications when managing 

the SC, communicating, promoting changes, and measuring the company’s progress, 

especially in economic terms. For all these reasons, the fourth working hypothesis of 

this study can read as follows: 

H4: The Role of Managers has a positive direct impact on Supply Chain 

Performance. 

HR training and an appropriate learning environment also contribute to a high-

performance SC. That is, efficiently trained employees who refine their skills, become 

more commitment, and improve productivity are a safe source of competitiveness, since 

they add value to both products and the SC [12]. Nevertheless, learning in companies 

must not be focused only on generating added-value, but also on developing effective 

interaction skills, which promote a pleasant work environment in which employees feel 

proud to work. As an advantage of teamwork and employee motivation, companies 

manage to improve designs, processes, and even distribution systems [13]. In 

conclusion, we believe that if training increases HR commitment, flexibility, and 

quality, companies obtain significant economic benefits. For this reason, we propose 

the fifth working hypothesis below: 
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H5: A Learning Environment has a positive direct effect on Supply Chain 

Performance. 

SC performance results from the interaction among various elements. HR are 

perhaps the fundamental ones because employee abilities and skills applied to the SC 

and the production process bring significant economic benefits thanks to the added-

value that is generated. Companies investing in education, training, and opportunities 

for skills development always have a competitive advantage and are capable of solving 

any complex problem [14]. That said, to find a relationship between HR competencies 

and SC performance, we propose the sixth and last working hypothesis of this research 

as follows: 

H6: Employee Competencies have a positive direct effect on Supply Chain 

Performance. 

Fig. 1 below depicts the six research hypotheses, in which arrows directly connect 

one latent variable with another.  

 

Fig. 1. Research hypotheses. 

2 Methodology 

This part of the paper describes in detail the methodology followed to conduct our 

research. The section is divided into six subsections. 

2.1 Step 1. Survey Design 

To design the survey, we conducted a review of the literature for the four latent 

variables to be studied: Role of Managers, Learning Environment, Employee 

Competencies, and Supply Chain Performance. This review of the literature also served 

to validate the items of latent variables (rational validation). Then, we constructed the 

first version of the questionnaire, which was composed of two sections. The former 

aimed at gathering sociodemographic information of participants, whereas the latter 

assessed latent variables throughout their corresponding items previously identified in 

the literature review. Finally, we tested the survey accuracy and reliability thanks to a 
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panel of subject matter experts (SME validation), composed of academics and SC 

managers. Table 1 shows the final list of items included in the survey. 

Table 1. Latent variable. 

Role of Managers Learning Environment 

Show commitment and support in all SC 

activities [6, 9]. 

Identify market fluctuations and rapidly provide 

the necessary resources for correct SC functioning 

[7, 9]. 

Plan and monitor the implementation of SC plans 

[2, 9]. 

 Their actions are congruent with the company 

and with SC values [15, 16]. 

Train workers, promote collaboration, and 

provide support [6, 16]. 

Appropriate training and 

supportive environment [7, 8]. 

Focus on experimentation, taking 

the initiative, and responsibility [8, 

15]. 

Secure and psychologically safe 

work environment [8, 15]. 

Knowledge sharing [7, 16]. 

Knowledge transfer among HR in 

the SC [6, 16]. 

Employee competencies Supply Chain Performance 

Adequate knowledge of corresponding SC 

activities [17]. 

Effective communication skills [6, 9]. 

Trained and skilled in SC operations [10, 15]. 

Implement new SC projects [2, 9]. 

Improve SC efficiency and effectiveness amid 

changes [7, 17]. 

Invest in talents acquisition for the SC [7, 10]. 

Increasing profitability [6, 17]. 

Improved return on investments 

(ROI) [6, 14]. 

Increasing sales [6, 9]. 

Market expansion [7, 17]. 

Improved product development 

[7, 17]. 

Costs reduction [2, 9]. 

Improved company performance 

[6, 15]. 

2.2 Step 2. Statistical Validation of Data 

Screened data were validated using seven indices. We computed the Cronbach’s alpha 

and the composite reliability index to analyze the internal reliability of latent variables, 

setting 0.7 as the minimum acceptable value [18]. The Average Variance Extracted was 

estimated to analyze convergent validity, looking for values above 0.5. Also, we 

computed R-Squared (R2) and Adjusted R-Squared as indicators of the parametric 

predictive validity of latent variables, whereas the Q-Squared (Q2) was estimated as a 

measure of nonparametric predictive validity [19]. Finally, the Full collinearity 

Variance Inflation Factor (Full Collinearity VIF) was computed to measure internal 

collinearity of latent variables, only accepting values below five.   

2.3 Step 3. The Structural Equation Model 

To accept or reject the six hypotheses proposed in Fig. 1, we built a model using the 

Structural Equation Modelling (SEM) technique, with the aid of WarpPLS 6.0®. This 

piece of software has algorithms based on Partial Least Squares (PLS), widely 

recommended for small sample sizes and non-normal data [20]. Then, we computed six 
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indices to assess the resulting model: the Tenenhaus Index, Average R-Squared (ARS), 

Average Adjusted R-Squared (AARS), Average Path Coefficient (APC), Average 

Variance Inflation Factor (AVIF), and Average Full collinearity VIF (AFVIF).  

The Tenenhaus Index, also known as goodness of fit (GoF) index, indicates the 

model’s explanatory power [19], and acceptable values usually must be higher than 

0.36. For APC, ARS, and AARS, we analyzed their corresponding P-values, setting 

0.05 as the cutoff and testing the null hypotheses, in which APC, ARS, and AARS = 0, 

against the alternative hypotheses, in which APC, ARS and AARS ≠ 0. About AVIF 

and AFVIF, values must be equal to or lower than 3.3.  

Finally, we measured three types of effects in the SEM: direct, indirect, and total. In 

Fig. 1, direct effects be arrows directly connecting two latent variables, whereas indirect 

effects are represented by paths with two or more segments. Finally, total effects 

between two latent variables are the sum of direct and indirect effects. To test the 

statistical significance we use 95% confidence level, testing the null hypothesis: βi = 0, 

versus the alternative hypothesis: βi ≠ 0. 

3 Results 

This section first presents the descriptive analysis of the sample and the latent variables. 

Then, we discuss results from the model evaluation, including its effects. 

Table 2. Latent Variable Coefficients. 

Coefficients 
Role of 

Managers 

Learning 

Environment 

Employee 

Competencies 

Supply Chain 

Performance 

R-Squared    0.579 0.535 0.553 

Adjusted R2   0.577 0.532 0.548 

Q-Squared   0.581 0.535 0.553 

Composite 

reliab. 
0.942 0.935 0.954 0.947 

Cronbach's 

alpha 
0.923 0913 0.942 0.934 

Avg. var. 

ext. 
0.766 0.743 0.776 0.717 

Full collin. 

VIF 
2.948 2.844 2.233 2.181 

3.1 Validation of Latent Variables 

Table 2 shows results from the validation performed on latent variables, using indices 

described in the methodology section.  
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3.2 Structural Equation Model 

Fig. 2 shows results from the model evaluation. Every segment indicates a relationship 

between two latent variables and it includes a beta (β) parameter, a P-value for the 

hypothesis testing, and an R2 value to indicate the percentage of explained variance of 

dependent latent variables. Following the model evaluation, using indices discussed in 

the methodology section, we obtained these results: 

 Average path coefficient (APC) = 0.394, P<0.001 

 Average R-squared (ARS) = 0.556, P<0.001 

 Average adjusted R-squared (AARS) = 0.552, P<0.001 

 Average block VIF (AVIF) =2.504, acceptable if <= 5, ideally <= 3.3 

 Average full collinearity VIF (AFVIF) = 2.552, acceptable if <= 5, ideally <= 3.3 

 Tenenhaus GoF (GoF) = 0.646, small >= 0.1, medium >= 0.25, large >= 0.36 

 

Fig. 2. Evaluated model. 

3.3 Effects Analysis 

Direct effects 

Direct effects allowed us to validate hypotheses presented in Fig. 1 and analyzed in Fig. 

2. From the model’s evaluation, Table 3 shows results regarding our six research 

hypotheses. 

Sum of indirect effects 

Table 4 below shows the sum of indirect effects found in our model (see Figure 2).  
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Table 3. Hypotheses validation. 

Table 4. Sum of indirect effects. 

To 

From 

Role of Managers Learning Environment 

Employee Competencies 
0.323 (P<0.001) 

ES = 0.220 
  

Supply Chain Performance 
0.328 (P<0.001) 

ES = 0.228 

0.094 (P<0.012)   

ES = 0.063 

Table 5. Total effects. 

 

To 

From 

Role of 

Managers 

Learning 

Environment 

Employee 

Competencies 

Learning Environment 
0.761 (P<0.001) 

ES = 0.579 
  

Employee Competencies 
0.674 (P<0.001) 

ES = 0.459 

0.425 (P<0.001) 

ES = 0.296 
 

Supply Chain Performance 
0.697 (P<0.001) 

ES = 0.486 

0.328 (P<0.001) 

ES = 0.219 

0.221 (P<0.001) 

ES = 0.139 

Total effects  

Table 5 summarizes the total effects for every relationship in the model. Note that in 

three relationships, total effects equaled direct effects, meaning that no indirect effects 

Hypothesis Independent  

Variable 

Dependent  

Variable 

β Effect Size P-Value Decision 

H1 Role of  

Managers 

Learning 

Environment 

0.761  0.579 P< 0.001 Accepted 

H2 Role of  

Managers 

Employee 

Competencies 

0.351 0.239 P= 0.014 Accepted 

H3 Learning 

Environment 

Employee 

Competencies 

0.425 0.296 P< 0.001 Accepted 

H4 Role of  

Managers 

Supply Chain 

Performance 

0.369. 

 

0.257 P< 0.001 Accepted 

H5 Learning 

Environment 

Supply Chain 

Performance 

0.234 0.156 P< 0.001 Accepted 

H6 Employee 

Competencies 

Supply Chain 

Performance 

0.221  0.139 P< 0.001 Accepted 
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were found in those cases. For each one of the three remaining relationships, the table 

provides the sum of indirect effects.  

4 Conclusions and Industrial Implications 

We conducted this research in the manufacturing industry of Chihuahua, Mexico, but 

our conclusions, especially about the role of managers in supply chain performance, 

can extend beyond this territory and touch the whole Mexican manufacturing sector.  

First, as [4] argues, SC performance is built upon trained managers that guarantee 

the well-being of the system. Our findings support this claim as we proved that the Role 

of Managers has a significant positive direct effect on Supply Chain Performance. 

Additionally, as [5] affirms, it is important to ensure an appropriate Learning 

Environment to support the development of Employee Competencies, which, in turn, 

have a positive effect on SC efficiency.  

Our findings also revealed the strong impact of the Role of Managers on an 

appropriate Learning Environment and Employee Competencies. Managers must have 

outstanding qualifications to recognize the current and future needs of the companies 

and, then, train their employees based on such needs [11]. In fact, in this research, the 

direct effect of the Role of Managers on Employee Competencies is like the indirect 

effect, occurring thanks to the Learning Environment. In other words, appropriate 

opportunities for learning, granted by managers through effective training programs, 

have the potential to increase and sharpen employee abilities and skills.  

Finally, although we may have expected a higher effect from Employee 

Competencies on Supply Chain Performance, this research still proves the importance 

of having skilled employees for the correct functioning of the SC. In fact, even though 

the effect of the first latent variable on the second one was relatively low (0.221), we 

found that Employee Competencies are of vital importance, since they serve as a 

mediating variable between Supply Chain Performance and other variables.  

In conclusion, our findings stand out for the value of this research, which 

quantitatively validated the importance of Managers, Employee Competencies, and a 

Learning Environment for Supply Chain Performance. Likewise, we demonstrated that 

collaboration between HR and managers reflects on the success of companies and the 

correct functioning of SCs.  
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Abstract. The risk management is one of the main activities inside modern man-

agement of supply chains. One of the main risks is operational risk, those risks 

are inherent to the daily activities of the company, and perhaps the effects of 

operational risks do not have the magnitude of the disruptive risks, but if they are 

not considered and managed, can to affecting significantly business results. A 

proposal is then presented to identify, prioritize and manage the operational risks 

present in the distribution process of a company in the retail sector in Colombia. 

Once the priority of the risks has been defined, the company must take mitigation 

or elimination actions on them.  

Keywords: operational risk, risk management in supply chains, fuzzy QFD, risk 

prioritization. 

1 Introduction 

Nowadays companies try to mitigate different risks, addressing those in what their ex-

perience have a greater impact, however, companies can  pay attention to risks that are 

not the priority at the time, causing the company to make decisions that have some 

impact but don’t have the results over the most significant risks; this is where it is re-

quired to have arguments and the correct information that allows analyzing and identi-

fying the defined processes, evaluate it and finally generate action plans for the mitiga-

tion and continuous monitoring of the evidenced risks.  

The management of these risks accomplished an improvement in the process, where 

good practices become necessary and additionally they become daily, common and fre-

quent in the operation, which requires constant monitoring that generates a continuous 

cycle where processes are guaranteed with minimum impact risks. In this way, this 

document highlights the importance that there is in controlling them and maintaining 

all the necessary conditions, on the actors of the supply chain to prevent negative im-

pacts on the profits of the company.  

In their work Sangwan and Liangro [7], risks are defined as an uncertain situation 

where an event can negatively affect the functioning of the organization, and has the 

probability to happen and may affect the performance of the company or process in the 

short or long term. Operational risks have an impact or relationship with the processes, 

equipment or environment. This is how different authors have addressed this issue of 
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risk management, and which involves different actors along the supply chain and has 

become a frequent topic of study that is increasing as say Fahimnia et al. [2]. 

In the handbook, Manotas, Osorio Gomez, & Rivera [5] define risk management in 

four stages: Risk identification, risk assessment and prioritization, risk management 

and risk monitoring. These phases are consider in this paper. 

The authors Wee et al. [9] explain that the first step of risk management is to identify 

the sources or actors of the risk, in this way is also mentions in the article Giannakis 

and Louis [3] whom are agree that this is a fundamental step in the risk management 

process. To have an appreciation of the existing risks, one can first list the faults that 

can cause adverse results and then for each failure define the sources that can affect or 

influence the organization in Tummala and Schoenherr [8]. In addition, Manotas et al. 

[5] summarizes the most common tools among which are distinguished interviews, 

questionnaires, panels of experts or Delphi method and checklists mainly. Once the 

risks have been identified, it is necessary to rate this risk in order to generate strategies 

that mitigate their impact or even eliminate them. Lavastre et al. [4] proposed, this stage 

of risk management seeks to determine the severity of the risks, measuring the effect 

through the processes with the probability that the risks become for real and the poten-

tial scope of the impact. 

The importance of the risk prioritization is that it show to the company which risks 

should be accepted and which one can be ignored due to their level of impact; the au-

thors Giannakis and Louis [3] also emphasize that risks consider a wide range of criteria 

such as the probability of occurrence of the event, the level of risk and especially its 

impact. In this sense, the prioritization of risks must be based on the objectives set by 

the company, defined in a strategic way, seeking to be the first to be addressed and 

mitigate the negative impacts on the core of the company. 

Understanding that this aspect of prioritization and evaluation provides the basis for 

establishing actions that seek to eliminate, reduce or simply ignore the impacts of pre-

viously identified risks. This criteria of impact definition when obtained from the ex-

perts uses scales such as (No impact, minimum impact, medium impact, high impact) 

as well as for the probability of occurrence is used (Improbable, moderate, probable, 

very likely) in the article of Giannakis and Louis [3], these qualitative data lead to look 

for tools that allow to analyze them. Some of the most commonly used tools according 

to Manotas et al. [5] are multi-criteria tools such as AHP and ANP and simulation. 

Additionally, Osorio-Gomez et al. [6] propose to prioritize risks using diffuse QFD, a 

tool that will be considered in this article. 

2 Methodology 

In Figure 1 the methodological proposal is presented.  For the identification it is neces-

sary to define the situations that can be considered risks in the operation and once this 

has been defined, a questionnaire is designed to effectively validate that they corre-

spond to the risks of the process. Additionally, it is important to select a team that has 

all knowledge of the process to be evaluated, since they are who must define the perti-

nence of considering or not the identified risks. 
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From a linguistic scale defined in Table 1, to apply the designed questionnaire and 

decide if the failures evidenced in the distribution process within the organization cor-

respond to operational risks or not; if it is considered a risk, both its probability of 

occurrence and its magnitude of impact must be defined, using the scale in Table 1. 

 

 

Fig. 1. Methodology for the management of operational risk in a retail company. 

Table 1. Linguistic scale for the risk identification and fuzzy equivalence for FQFD. 

Linguistic 

Scale 

Very low 

(VL) 

Low 

(L) 

Medium 

 (M) 

High 

(H) 

Very high 

(VH) 

Numerical 

equivalence 
1 2 3 4 5 

Triangular 

fuzzy number 
(0,1,2) (2,3,4) (4,5,6) (6,7,8) (8,9,10) 

 

Data should be consolidated so that it can be translated in proportion and quantitative 

questionnaire data, which will be the basis for related matrix Impact – Probability. 

These are obtained from define the percentage of the increased risk applicability by the 

corresponding values in the quantitative scale of the weighted averages of the scores 

made in both probability of occurrence and in impact according to Equation 1 (weighted 

average of the magnitude of risk i) and Equation 2 (weighted average probability of 

risk i): 

X̅𝑖 =
∑ (B𝑖,𝑗 × M𝑖,𝑗)𝑛

𝑗=1

n
   ;    ∀ 𝑖, (1) 

Y̅𝑖 =
∑ (B𝑖,𝑗 × P𝑖,𝑗)𝑛

𝑗=1

n
   ;    ∀ 𝑖 , (2) 

where X̅i  is weighted average of the magnitude of risk i, 

Y̅i is weighted average probability of risk i, 

Bi,j  is expert's criterion j if i is applicable as risk (1,0), 

Mi,j is expert's qualification j on the impact of risk i, 

Pi,j is expert's qualification j on the probability of risk i. 

Based on the impact matrix, it can be defined by a range of colors, those risks ranging 

from its lower impact and lower probability to a critical case of risk with a high impact 

Identify the risks 
in the distribution 

process.

Prioritize the 
identified risks 
through Fuzzy 

Quality Function 
Deployment 

(FQFD).

Generate actions 
to mitigate or 
eliminate the 

main risks 
defined.
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on the operation and in turn with high possibilities occurrence. With this result, we 

proceed to apply the FQFD for the risks located in the critical zone.  

For prioritization through FQFD, the steps presented in Osorio-Gomez et al. [6] must 

be followed as they show. These steps will be developed in the following section.  

Finally, from the previous ranking the company can define the strategies to be able 

to mitigate or eliminate the risks and in this way improve the analyzed process. It is 

important to highlight that the implementation of actions may include strategies asso-

ciated with transferring risk, eliminating it, reducing it or applying strategies focused 

over the person or associated machine as showed Lavastre et al. in their article [4]. 

3 Results  

Company operates in the retail sector in Colombia, where it has achieved a leading 

position in the home constructions. It seeks to satisfy the customer through multiple 

points of contact and sales channels that ensure the Omni-channel business model 

(Stores, Internet and Telephone). Its activity is focused on developing and providing 

solutions to the customer’s remodeling and construction projects, in addition to satis-

fying their projects, offering good service. 

The company currently has the distribution process through a third party, belonging 

to the corporate group of the owner organization. This company is responsible for man-

aging deliveries to customers through contracted vehicles that meet the company's se-

curity and policy requirements. 

According to the needs of the organization, a questionnaire was designed, which was 

applied in different stores of the region. This allows establish the initial risks that were 

considered in each one of the warehouses or stores, to finally elaborate the question-

naire that was applied to the defined experts.   

According to the article of Avelar-Sosa et al. [1]; in a questionnaire, at least 7 of the 

respondents must agree with the points to be evaluated. For this reason, eleven people 

are selected representing the 4 branches of the Valle del Cauca region, experts in the 

logistics field. From the questionnaire, these people are asked to make the pertinent 

qualifications in order to consolidate the answers, and determine the viability of the 

previously selected risks, according to the observation of the process, and then obtain 

the weighted on the probability and the impact of the risk. These will allow building 

the probability and impact matrix of the preliminary risks as shown in Figure 2 based 

on Equation 1 and Equation 2. 

According to the matrix and the managerial decision by the case study company, the 

risks found in the critical areas demarcated with red, listed in Table 2, are considered 

for the analysis, based on the FQFD methodology. The decision-making group; made 

up of the logistics coordinator, the manager, the dispatch coordinator, the product lo-

gistics coordinator and the operations manager; from red risk have to rate it’s based on 

fuzzy logic.  
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Fig. 2. Matrix of probability and impact of preliminary risks case study. 

Table 2. Risks defined in the matrix to apply the FQFD. 

RISK DESCRIPTION ID 
RISK 

DESCRIPTION 
ID 

Do not perform the sweep of 

enlistments in the defined times. 
r1 

Difference between 

physical and virtual in-

ventory (Sale without ex-

istence) 

r20 

Do not have the necessary and 

obligatory courses. 
r5 

Failure to comply 

with agreed delivery. 
r22 

Pick a wrong SKU. r7 
Deliver an NP to the 

customer's home. 
r23 

Picking with color or size dif-

ference (batch). 
r8 

Do not place complete 

delivery seal on the bill. 
r24 

Enlisting wrong amounts of a 

SKU 
r10 

Generate delivery rec-

ord before validating 

based on the Enrollment 

Sheet. 

r26 

Do not record the NP once en-

listed and left in the distribution 

area. 

r12 

Do not check the 

quantities listed at the 

time of boarding. 

r27 

Failures in Saps at the time of 

generating enlistment sheets. 
r13 

Without space for 

storage of the enlist-

ments. 

r29 

Do not label the orders with 

the talker. 
r17 

Mechanical failures of 

the vehicles while they 
r31 
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RISK DESCRIPTION ID 
RISK 

DESCRIPTION 
ID 

are in function of deliv-

ering NP. 

Orders stored in warehouse 

with more than 5 days of enlist-

ment 

r18 

Do not count on the 

number of vehicles suffi-

cient to deliver the NPs. 

r32 

No availability of forklift or 

Macalister for the preparation of 

the merchandise. 

r19 

Technological failures 

in Saps at the moment of 

generating delivery rec-

ords. 

r33 

3.1 Phase 1 and 2. Identify the Internal Variables "What's" and Determine 

Their Weight 

This phase is determined by the wishes of the decision-making group regarding the 

process that is being evaluated, which were recorded in Table 3, together with the rel-

ative importance assigned by the decision-making group. 

Table 3. Internal Variables and their relative importance.  

  Weight of WHAT’S  

W1 Deliver timely 7,2 8,2 9,2 

W2 Deliver reliably 6,8 7,8 8,8 

W3 
Planned operation in times and effec-

tiveness 
7,6 8,6 9,6 

W4 Efficiency in operational costs 5,2 6,2 7,2 

W5 Have the correct layout  5,2 6,2 7,2 

W6 Focused attention to the customer. 6,8 7,8 8,8 

3.2 Phase 3. Identify the Strategic Objectives or "How's" 

To determine how, the indicators that manage the analyzed process were established, 

since they were defined and focused on the fulfillment of the company's objectives or 

strategic guidelines. Therefore, they are listed in Table 4. 

Table 4. Strategic objectives of the analyzed process. HOW.  

 Strategic objectives or "How's 

H1 Delivery on time 

H2 Complaints and claims 

H3 Impact NPS 
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 Strategic objectives or "How's 

H4 Reprogramming of shipments 

H5 Deliveries of transferred sales 

H6 PIS Withdrawal in Store 

H7 % Non-existent sales 

3.3 Phase 4 and 5. Determine the Correlation Between the "What's and 

How's" and Define the Weight of the How's 

In this phase the decision-making team qualifies the relationship that each of the 

WHAT has with respect to the HOW, for example for member E1 the relationship be-

tween timely delivery and timely deliveries has a HIGH (H) relationship, on the other 

hand for the same expert the relation that has the efficiency in operational costs with 

respect to deliveries on time is LOW (L). This sequence is followed for the rest of the 

experts and correlations and the weight of the HOW’s is calculated as shown in Table 5. 

Table 5. Weight of the How's for the case study. 

 Strategic objectives or "How's Weight of How´s 

H1 Delivery on time 44 58 74 

H2 Complaints and claims 40 53 69 

H3 Impact NPS 46 60 77 

H4 Reprogramming of shipments 20 30 43 

H5 Deliveries of transferred sales 38 51 67 

H6 PIS Withdrawal in Store 41 55 70 

H7 % Non-existent sales 24 35 48 

 

According to Osorio-Gomez et al. [6], these diffuse triangular numbers correspond 

to the average of the multiplication between the weights of the "WHAT’s and the as-

sessment given for the relationship between each WHAT’s and the corresponding stra-

tegic objective. 

3.4 Phase 6 and 7. Determine the Impact of Risk on the Strategic Objectives 

"How's" and Establish the Priority of the Risks 

The risks that are considered critical; selected from the red quadrants of the matrix were 

valued according to their relationship between each of them and the strategic objectives 

defined for the dispatch process, finally obtaining the order of priority shown in figure 

3 where it is observed that risks r20 and r22 are the most critical for the process that 

was being considered. Additionally, it can be observed that of 20 risks that were eval-

uated, 11 were ranked higher and ranked among those with a criticality level between 

High and Very High, and each of these risks must be addressed and intervened in order 

to mitigate their risk, the impact or eliminate it. 
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3.5 Strategies or Actions to Mitigate Operational Risks 

For the management group of the company this work was very useful since it could 

associate the FQFD methodology to its internal improvement processes, known as 

"Closed Cycle" and in this way make decisions based on the risks between the rating 

interval High and Very High; but additionally it was decided to group the risks by their 

common causes or common monitoring indicator, with this grouping the Cause-Effect 

tool is used, to finish with the establishment of actions and follow-up the indicators; 

which will show the improvement in the process of dismissals; established in table 6. 

Then we proceeded to establish a defined order to intervene the risks, this order was 

established according to the specific needs of the organization and decided by the man-

agement of the branch. This order does not have any interference on the initial approach 

of establishing actions on the risks that affect the dispatch process, because in the end 

all the risks that after prioritizing through the FQFD have been intervened between the 

High and Very High levels. 

 

Fig. 3. Prioritization of risks in the case of study. 

RANKING ID RISKS
DEFUSED 

RATING

1 VH VH 287,3 439,9 419,7 396,6914

2 r20
Difference	between	physical	and	virtual	inventory	(Sale	without	

existence)
282,3 432,9 413,6 390,4122

3 r22 Failure	to	comply	with	agreed	delivery. 261,7 403,6 388,9 364,4297

4 r1 Do	not	perform	the	sweep	of	enlistments	in	the	defined	times. 255,2 395,7 382,8 357,3352

5 r32 Do	not	have	the	enough	vehicles	to	deliver	the	NPs. 244,3 381,4 369,5 344,1417

6 r7 Enlist	a	wrong	SKU. 243,5 379,2 368,8 342,6766

7 r23 Wrong	deliver	an	NP	to	the	customer's	home. 241,8 378,1 365,0 340,7562

8 r10 Enlisting	wrong	amounts	of	a	SKU 238,6 373,2 361,6 336,6484

9 r27 Do	not	check	the	quantities	listed	at	the	time	of	boarding. 231,8 364,4 353,8 328,6145

10 r8 Loading	with	lots	difference. 231,5 362,8 352,5 327,4328

11 r26
Generate	delivery	record	before	validating	based	on	the	

enlistment	Sheet.
221,5 350,0 340,8 315,5825

12 r31
Mechanical	failures	of	the	vehicles	while	they	are	in	function	of	

delivering	notes	ordered.
216,9 343,5 336,7 310,1406

13 H H 215,5 342,2 335,7 308,8743

14 r33
Technological	failures	in	Saps	at	the	moment	of	generating	

delivery	records.
198,5 317,0 316,0 287,1364

15 r13 Failures	in	Saps	at	the	time	of	generating	enlistment	sheets. 191,2 309,1 307,6 279,2343

16 r19
No	availability	of	forklift	or	macalister	for	the	preparation	of	the	

merchandise.
187,8 303,4 303,5 274,5116

17 r12 Do	not	record	the	NP	once	enlisted	and	left	in	the	dispatch	area. 182,1 296,9 297,9 268,4278

18 r29 Insufficient	space	for	storage	of	the	enlistments. 164,8 273,9 277,6 247,5672

19 r17 Do	not	label	the	orders	with	the	talker. 154,8 259,8 265,9 235,0701

20 r18
Orders	stored	in	warehouse	with	more	than	5	days	of	

enlistment
149,4 251,5 258,2 227,6480

21 M M 143,6 244,4 251,8 221,0571

22 r5 Not having the approved forklift courses or heights. 139,6 238,0 247,4 215,7333

23 r24 Do not place complete delivery seal on bill. 110,8 199,7 212,5 180,6690

24 L L 71,8 146,6 167,9 133,2400

25 VL VL 0,0 48,9 83,9 45,4229

DIFFUSE 

RATING
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4 Conclusions 

The identification of risks is very important, but this has no relevance if it is not in-

cluded in your personal selection expert on the process, which validate and approve 

that such risks effectively impact the performance of the company. 

It can be specified that prioritization is one of the most important steps since it is the 

crucial point where actions are directed or more focused strategies can be generated; 

about those risks that generate the greatest impact and are likely to affect the strategic 

objectives set by the company and finally be able to control, eliminate or mitigate them. 

Table 6. Grouping of risks between High and Very High. 

Rank-

ing 

Classification by 

group 
Risk KPI associate 

7 

2 

Enlisting wrong amounts 

of a SKU Mistakes in en-

listing the prod-

ucts, 36 new fea-

tures that represent 

4% of sales made 

by deliveries. 

9 

Loading with lots differ-

ence. 

5 Enlist a wrong SKU. 

8 

Do not check the quanti-

ties listed at the time of 

boarding. 

11 

4 

Do not have the enough 

vehicles to deliver the NPs. 
Availability of 

vehicles in 97% to 

deliver orders 

4 

Mechanical failures of 

the vehicles while they are 

in function of delivering 

notes ordered. 

1 

1 

Difference between phys-

ical and virtual inventory 

(Sale without existence) 

Noncompliance 

in the promise of 

delivery to the cli-

ent. The indicator 

of delivery on time 

is 93.61% 

6 

Wrong deliver an NP to 

the customer's home. 

2 

Failure to comply with 

agreed delivery. 

10 
3 

Do not perform the 

sweep of enlistments in the 

defined times. 

Indicator notes 

lists vs. generated 

notes is 92% for 

the delivery of the 

merchandise to the 

customer 3 

Generate delivery record 

before validating based on 

the enlistment Sheet. 

    

 

Through the implementation of the diffuse quality function deployment methodol-

ogy or FQFD, it was possible to establish the priority of the risks in terms of their 

impacts on the strategic objectives of the company, this methodological scheme can be 
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applied throughout any process business. In this way the organization manages to have 

a clear picture of what are the critical risks associated with its processes. 

Finally, the quantification of the impact of each risk on the financial scheme of an 

organization, that is, translating the occurrence of each risk and its impact to economic 

or financial terms, remains a study opportunity. 
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Abstract. In this article structural equation models are reported, which relate four 

latent variables associated with employee performance, knowledge transfer, and 

supply chain flexibility, which incorporate 17 observed variables. In addition, the 

latent variables are related through 6 hypotheses that were tested with data from 

269 questionnaires applied to the maquiladora industry in Ciudad Juarez, 

Mexico. Moreover, this model was executed in WarpPLS 6.0 software using the 

partial least squares technique to analyze the direct, indirect, and total effects. 

Additionally, the results show that the external knowledge transfer is crucial 

within the supply chains, since it explains 44.6% of the complexity, 19.5% of the 

employees’ performance, as well as 10.6% of the supply chain flexibility. 

Keywords: supply chain, maquiladoras, structural equation modeling. 

1 Introduction 

During the last two decades from the twentieth century, maquiladora industries have 

had a great importance in the Mexican economy. The maquiladoras are export assembly 

and processing plants specialized in labor-intensive products, and since 1965, favorable 

economic regulations have been established with the United States [1]. Since then, the 

proximity to the US market and the relatively cheap workforce labor have made Mexico 

one of the most favored offshore destinations for US companies for a long period of 

time. In addition, these maquiladoras have established strategies to reduce costs and 

waste, as well as generally apply advanced production processes and implement new 

methodologies. Likewise, they are distinguished by importing all raw materials and 

exporting all finished products, and because of materials flow in their supply chains 

(SC), which is an area of opportunity for further research [2].  

Nowadays, due to the increase of uncertainty and complexity about the SC 

environment, companies must improve their competitiveness by reducing delivery time 

and changing the production level, since the company's operating capacity depends on 

the efficient operation network of supply chains in the company. Slack [3] proposed 

the concept of supply chain flexibility and noticed that this is the ability of its members 

to respond in a timely manner, according to customers’ needs. Also, flexibility could 
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reduce the low demand impact, as well as reduce the maintenance costs because of 

unsold items [4]. 

Currently, the SC is no longer limited to the physical distribution, the information 

flow or funds flow [5]. Knowledge transfer (KT) is also added to the supply chains and 

it is considered as a strategic resource that affects the entire competitive advantage of 

the SC [5], which is the process where intra- and inter-organizational factors exchange, 

receive, and are affected by the knowledge from other ones. Also, external knowledge 

is transferred through collaboration agreements between external aspects (for example, 

clients, suppliers, and research institutes), and companies [6].  

For this reason, SC management (SCM) improves competitive capabilities and 

performance by integrating the internal functions of the company and associating them 

with suppliers and customers operations effectively [7]. In order to be successful in 

SCM, applications that aim to achieve the high supply chain performance, external 

integration with suppliers and customers is needed, as well as the integration between 

the internal functions of the company [8], which generates knowledge that must be 

managed, and that is considered a critical success factor (CSF) in the SCM. 

Furthermore, this knowledge is generated from people who are essential for the 

company success [9], because employees with high commitment consider their 

organization worthwhile and they are proud to work at [10]. Therefore, they will share 

all their efforts into working well for the organization, they will do it with greater 

autonomy, they will develop basic competences more quickly and, in addition, they 

will tend to be more receptive to any task that is given, and in this way, the probability 

that the company achieves a better performance will increase. Hence, the 

implementation of successful management in a supply chain requires effective 

management from human resources and superior employees’ performance [11]. 

2 Literature Review and Hypothesis  

CSF are the few key areas where the favorable results are absolutely necessary for a 

particular manager to reach their objectives, and it is because these areas are critical, 

and there must be the adequate information to determine whether the events are 

working adequately [12]. As a consequence, it is fundamental to identify the CSFs to 

manage the SCs, since they represent a wide variety of strategies dedicated to 

improving operational efficiency and competitiveness. [13]. In the literature review, 

CSF are reported for the appropriate SC management, for instance Kumar, Singh [13], 

have identified a total of 13 CSFs to implement SCM, such as Senior management 

commitment, Development of reliable suppliers, Higher flexibility in production 

systems, among other. On the other hand, Avelar-Sosa, García-Alcaraz [14] identified 

and classified 77 CSFs into four categories; risk attributes, regional attributes, 

manufacturing and performance practices, these categories are divided into latent 

variables, which are related by structural equation models to measure the impact on the 

SC performance. Also, Özdemir, Simonetti [7] report 25 CSFs, which are divided into 

3 latent variables.  
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As it can be observed, there is a lot of literature review related to CSFs in the SC, 

and even that relates them through SCM, however, the CSFs from the External 

knowledge transfer (EKT), Supply chain complexity (SCC), Employee performance 

(EP), and Supply chain flexibility (SCF) from the maquiladora industries in Ciudad 

Juarez, Mexico. In the present article, these variables are linked through a SCM, 

therefore, the CSFs on each of these variables are described through a causal mode, as 

well as the impact that they have on when the SCF is measured. 

2.1 Hypothesis  

External Knowledge Transfer  

The current globalization and innovation trend in the business environment has brought 

many external and internal challenges for modern companies, such as the volatile and 

changing market, large organizations, different product choices, etc. [15]. In addition, 

this change also increases the complexity and, therefore, threatens companies’ 

performance. For instance, one area that is seriously affected is the SC, which requires 

the ascending and descending relationships with suppliers and customers management 

in order to deliver high quality to the customer at a lower cost along with the supply 

chain as a whole [16]. Consequently, the following hypothesis can be proposed:  

H1: The EKT has a direct and positive effect on the SCC. 

The knowledge transfer is a system created to address client’s needs and 

expectations in a more technical way to avoid misunderstandings and errors that may 

result in inefficiencies [17]. For companies that operate in the manufacturing industry, 

knowledge can be seen as the cornerstone of the business to complete quality products 

with success, elimination of waste, and defects in a short period of time, as well as 

deliver the product as needed according to clients [18]. In addition, it is a complex 

process involving education, learning, knowledge communication and promotion to 

employees and leaders [19]. Also, the employees’ performance is key for the success 

of any organization; in manufacturing, employees are still relevant in the production 

process, but most important are the initiators and drivers of changes as well as 

improvements in design, monitoring and evaluation, therefore, the following 

hypothesis can be presented: 

H2: The EKT has a direct and positive effect on EP. 

Supply Chain Complexity 

The SC complexity grows as the client requirements, the competitive environment, and 

the industry changes, as well as SC companies are part of strategic alliances, carry out 

mergers and acquisitions, subcontract functions to third factors, adopt new technologies 

and launch new products/services, and extend their operations to new geographies, time 

zones, and markets. Due to its complexity, SC networks are difficult to understand, 

describe, predict, and control, in order to reduce the level of uncertainty in these 

networks, it is necessary to understand the different roles of the members in the SC, 

their interactions and the transition models that they use to interact with each other. In 
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addition, employee commitment is a relevant tool to help each organization to strive to 

obtain a competitive advantage over others, since people are a factor that cannot be 

duplicated or imitated by competitors, and it is considered the most important asset if 

it is properly managed and performed [20]. Also, employees’ performance is basically 

the results obtained and the achievements in work. Performance refers to maintaining 

plans while aiming some results [20]. 

H3: The SCC has a direct and positive effect on EP. 

Employees Performance 

Work performance is the result of three factors that work together: skills, efforts, and 

the nature of working conditions [21]. In addition, an appropriate employees’ 

performance in an organization has many implications, such as great motivation, 

outstanding ability, an acceptable climate, and organizational infrastructure, excellent 

leadership that can maintain the relationship and productivity as well as an adequate 

relationship with the staff [21]. 

Moreover, KT is related to continuous improvement to achieve a high level of 

productivity [19]. In addition, significant sources of new knowledge and innovations 

are suggestions for employees and partners established in the production network (for 

example, suppliers and customers), as well as the commitment of highly qualified 

people. Also, the knowledge transfer is not only essential for people and/or companies 

to seek for a better performance, but it has also been increasingly recognized as a moral 

challenge in organizations [22]. Therefore, the following hypothesis can be proposed: 

H4: The EKT has a direct and positive effect on EP. 

Supply Chain Flexibility 

A SC is definitely a complex system that integrates a large number and a variety of 

relationships, processes, and interactions between and within companies, dynamic 

processes and interactions where several levels of the system and a large amount of 

data is involved. Also, some companies in cyclical industries increasingly face a 

volatile demand and must adjust their production volume quickly without incurring 

significant costs [23], since there is a high probability that customers will suddenly 

increase, reduce, cancel or advance or regress their orders, factors in the supply chain 

must be more flexible in many ways [24]. Therefore, the following hypothesis can be 

established: 

H5: The SCC has a direct and positive effect on the SCF. 

Moreover, SCs must be more responsive to the customers changing requirements, as 

well as offer an added value above the average, therefore, the manufacture flexibility  

and the SC is becoming one of the key objectives for manufacturers  [23]. Also, the 

commitment to training and development of multidisciplinary workforce may improve 

the workers capabilities to manage different products as well as handle different 

operations and tools, while contributing to increase the ability of companies to move 

from the production of a product to another in a combination with other products, and 
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minimize transition penalties, which contribute to higher levels of product 

flexibility  [25]. 

In this way, the following hypothesis is proposed: 

H6: EP has a direct and positive effect on the SCF 

Figure 1 presents the hypotheses that related the variables. 

 

 

Fig. 1. Proposed model. 

3 Methodology 

3.1 Questionnaire Development 

In order to carry out this research, the questionnaire by Blome, Schoenherr [26] was 

implemented, which other study variables were added, such as, for example, employees 

and SCs performance. In the first part, demographic data are requested while the second 

part consists of 33 items divided into seven different variables. In addition, in the 

current work, only four variables were used; EKT, SCF, SCC and EP. 

Furthermore, the items for each of the latent variables are the following: EKT 

(Suppliers are able to share their experiences in new technology with researchers, there 

were frequent meetings with suppliers to develop new knowledge, where the purchaser-

provider relationship is technical addressed to integrate the supplier into our new 

products and processes); SCF (Short-term adjusting of suppliers’ order of goods and 

services, adjusting deliveries to customer changes, reducing manufacturing lead time, 

reducing development cycle times, adjusting manufacturing process capacity, 

increasing frequencies of new product introductions); SSC (The number of our direct 

suppliers is high, long-term plans of our procurement activities are hampered by high 

dynamism, our suppliers often do not supply on time or the desired quality), and EP 

(High employee morale, high employee productivity, fast troubleshooting, high usage 

of employees skills and abilities, internal customers’ concept is widely understood). 
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Finally, in order to answer each of the questions, a Likert scale of five points was 

used, where 1 represents that the activity that is never performed whereas 5 indicates 

that it is always done. 

3.2 Questionnaire Validity 

The data registration and purification were performed in the SPSS 21® software, where 

the standard deviation of each questionnaire was calculated, as well as missing values 

are identified as extreme values, which are replaced by the median. In order to validate 

the latent variables analyzed in the model, several indexes are used, such as R2 and Adj. 

R2 to measure the predictive validity, the Compound Reliability Index and the 

Cronbach's alpha are used for internal reliability, the Average Variance Extracted 

(AVE) to measure the predictive validity, the average full collinearity VIF to measure 

the multicollinearity, finally, Q2 is used to measure the nonparametric predictive validity. 

3.3 Equation Structural Modeling 

The proposed hypotheses in Fig. 1 are tested using the structural equation modeling 

(SEM) technique in WarpPLS 6.0® software. In addition, the efficiency indexes from 

the analyzed models are: average path coefficient (APC), average R2 (ARS), average 

variance inflation factor (AVIF), and average full collinearity VIF (AFVIF), and 

Tenenhaus (GoF), all proposed by Kock [27]. 

Moreover, the relationships between variables are called effects, the direct effects 

are represented by arrows (each one represents a hypothesis), the indirect effects that 

occur between an independent variable on a dependent variable, through a mediating 

variable, and the total effects, which are the sum of the indirect effects plus the direct 

effects. In order to determine the significance of each effect, the P values associated 

with a β value are estimated for a hypothesis test with a level of significance of 0.95, 

that is, H0: β = 0; H1: β ≠ 0, and the size effect (SE) is also reported for each dependent 

latent variable [28].  

4 Results 

4.1 Descriptive Analysis of the Sample  

From the questionnaire application and after the database debugging, a total of 269 

valid cases of individuals working in the companies were obtained, where, 53.15% 

(143) have between one to two years in the position, 17.47% (47) have up to 5 years, 

and, 29.3% (79) have over 5 years working within the industry. In the same way, the 

industrial sectors that participated are distributed as follows: automotive sector with 

119, electronic sector with 42, machinery with 27, aeronautical with 25, medical with 

15, also 10 questionnaires were from different sectors to those already mentioned. 

Finally, 22 participants left that question without an answer. 
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4.2 Questionnaire Statistic Validation  

In Table 1, the values of the indexes for each latent variable used in the model are 

shown, where it can be observed that they are achieved, and the analysis is proceeded. 

Table 1. Variables validation. 

  SCF EKT EP SCC 

R2 0.415  0.453 0.446 

Adj. R2 0.409  0.449 0.444 

Composite Reliability 0.911 0.901 0.934 0.876 

Cronbach´s Alpha 0.877 0.835 0.911 0.830 

Avg. Var. Extracted 0.671 0.752 0.738 0.541 

Full Collin. VIF 1.687 1.968 2.013 2.087 

Q2 0.418  0.455 0.444 

4.3 Structural Equation Modeling  

The results from the efficiency indexes of the model are the following: APC = 0.357 

and a value P <0.001, ARS = 0.438, P value <0.001, AARS = 0.434, and a P value 

<0.001, which shows that they are statistically significant. In addition, the values AVIF 

= 1.892 and AFVIF = 2.628 demonstrate that there is no collinearity problems, finally, 

according to the GoF value = 0.589 index, it is concluded that the model has enough 

explanatory power. 

Direct Effects 

In Fig. 2 the β and P values can be observed for each of the direct effects or proposed 

hypotheses in the model from Fig. 1, it can be seen that each of these hypotheses are 

statistically significant since the P value for each is under 0.05. 

Indirect Effects 

Table 2 presents the four indirect effects, which are integrated by two segments, where 

it is observed that all values are statistically significant according to the associated p 

value. 

Total Effects 

Table 3 portrays the total effects (sum of the direct and indirect effects), likewise, the 

P values are shown for each of them, and it is observed that all values are statistically 

significant. Also, the largest effect within this model is caused by the EKT towards the 

SCC with a value of 0.668 
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Fig. 2. Evaluated model. 

Table 2. Indirect effects for 2 ways segments. 

                       Independent Variables 

Dependent Variables EKT SCC 

SCF 
0.240 P ˂ 0.001 

ES = 0.128 

0.145 P ˂ 0.001 

ES = 0.079  

EP 
0.274 P ˂ 0.001 

ES = 0.164 
 

Table 3. Total effects. 

 

 
        Independent Variables 

Dependent Variables EKT EP SCC 

SCF 
0.536 P ˂ 0.001 

ES = 0.285 

0.354 P ˂ 0.001 

ES = 0.209 

0.332 P ˂ 0.001 

ES = 0.179 

EP 
0.600 P ˂ 0.001 

ES = 0.359 
 0.411 P ˂ 0.001 

ES = 0.258 

SCC 
0.668 P ˂ 0.001 

ES = 0.446 
  

5 Conclusions 
 

According to direct effect results, the following can be concluded: 

 It is observed that the largest effects are those from the EKT variable. 

 The 0.453 from the EP is explained by 0.195 because of the EKT while 0.258 

because of the SCC variable. 

 Finally, the 0.416 from the SCF is explained in 0.106 by the EKT, in 0.209 by EP, 

and in 0. 101 by the SCC variable. 
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 As it was already mentioned, the external knowledge transfer is an essential for 

companies, since it is vital that the relationship between supplier-purchaser is very 

close, in order that the data is shared in real time, therefore overcome the changes in 

the demands. 

 The employees’ participation in the flexibility is relevant, since they are the ones 

who develop the activities to overcome the changes in the demand, as well as they 

are the ones that make them fit in the production processes to fulfill on it. 

 It is important to have an adequate number of suppliers and avoid having more than 

required in order to avoid delays and low-quality products that may delay tasks. 
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Abstract. The increased incidence of Alzheimer's disease (AD) and diabetes 

mellitus (DM) are emerging as major public health problems worldwide. Both 

sufferings share pathophysiological characteristics and have no cure. Inflamma-

tion of the central and peripheral nervous system has been shown to be the link 

between DM and AD. Oxidative stress is also associated with AD and DM. The 

increasing complexity of the problems and the continuous growth of information 

creates the need for the use of Decision Suport System (DSS) driven by the use 

of new technologies such as big data and machine learning. In this context, the 

objective of this work is to use decision trees and Bayesian networks as mecha-

nisms of classification of AD gene expression levels, DM, inflammation and ox-

idative stress, MMSE (Mini-Mental State Examination) score and the number of 

neurofibrillary tangles to classify 31 individuals (9 healthy controls and 22 AD 

patients in three different stages of disease) that could be key in the development 

of AD. Our results allowed us to generate classification models of different states 

of AD severity, according to the MMSE and we found that the level of expression 

of the ADIPOQ gene could play an important role in the onset of AD. Our pre-

dictive model can contribute knowledge that could be incorporated into a person-

alized medical DSS in the future. 

Keywords: medical decision support system, decision trees, Bayesian networks, 

Alzheimer disease, diabetes mellitus. 

1 Introduction 

Alzheimer's disease (AD) is the most common cause of dementia. It is a slowly advanc-

ing neurodegenerative disorder with cognitive impairment, progressive memory loss, 

and behavioral disorders. Despite major research efforts, there is still no cure, but new 

research is underway to determine the cause of the disease and detect changes in the 
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brain before the first symptoms appear. Worldwide, there are 50 million people with 

dementia [1]. The incidence of AD is increasing and constitutes a public health chal-

lenge in our society characterized by the increase of elderly people.  There are two 

proteins involved in the development of AD: the beta amyloid protein (Aβ) that accu-

mulates abnormally in the brain to form extracellular neuritic amyloid plaques and the 

tau protein that produces the formation of intracellular neurofibrillary tangles. Both al-

terations increase the levels of inflammation, oxidative stress and lead to the death of 

neurons. In the last 20 to 30 years, scientists have discussed which protein plays the 

most important role in the development of the disease. The certainty of the diagnosis 

of AD is approximately 85% and is only confirmed by post mortem examination. AD 

is multifactorial in nature and is considered a complex condition resulting from an in-

teraction of environmental and genetic factors. The main risk factor is advanced age, 

however other potential risk factors have been found such as sex, diabetes mellitus, 

headaches, lifestyle, hypertension, obesity, dyslipidemia, metabolic syndrome, cerebro-

vascular disease, smoking, physical inactivity, depression and low levels of education 

[2]. There are reported findings from genetic studies that have pointed to APP metabo-

lism, immune response, inflammation, lipid metabolism and intracellular traffick-

ing/endocytosis that open the door for exploration of new pathways for genetic testing, 

prevention and treatment [3].  

Diabetes Mellitus (DM) is a chronic disease characterized by a high concentration 

of glucose in the blood because the body does not produce insulin or does not use it 

properly. Globally, it is estimated that there are 425 million diabetics and it is estimated 

that by 2045 it will increase to 629 million [4] making it one of the major health chal-

lenges of this century. Several studies converge on the implication of inflammation as 

a key factor in the relationship of DM with AD [5, 6, 7].  

The initial relationship between AD and DM was established in the Rotterdam study 

where it is revealed that Diabetes Mellitus type 2 (DM2) doubles the risk of patients to 

develop AD, while patients with Diabetes Mellitus type 1 (DM1) who receive insulin 

treatment quadruple the risk [8]. Several studies [9, 10, 11] propose the existence of a 

relationship between AD and DM and some authors have called it "type 3 diabetes" 

[12, 13, 14].   

The existence of large volumes of biomedical data provides a great opportunity for 

better understanding, prediction and decision making of conditions. Microarrays are a 

powerful technique for the measurement of gene expression data that allow the com-

parison of the relative abundance of messenger RNA generated in different biological 

tests. The analysis of microarrays is a challenge due to its high dimensionality and 

complexity so machine learning techniques have been used with satisfactory results. 

Our work aims to use supervised learning techniques (decision trees and Bayesian net-

works) to classify gene expression levels of Alzheimer's disease, diabetes mellitus, in-

flammation and oxidative stress from a public database of 31 individuals, MMSE scores 

and number of NFT (neurofibrillary tangles) in order to contribute to a better under-

standing of AD and provide knowledge for the development of earlier and more accu-

rate diagnosis, as well as the development of more appropriate treatments leading to 

future personalized treatments for incorporation into a personalized medical DSS. 
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In the next sections we present the state of the art, the methodology that we followed 

for building classifiers, the results and finally the conclusions and future work. 

2 State of Art 

Several works have used automatic learning techniques (neural networks, support vec-

tor machines, bagging, boosting, information gain, random forests, genetic algorithms) 

for the analysis of the levels of expression of AD [15, 16, 17]. Some work using Bayes-

ian nets has also been carried out [18, 19]. 

Recently the use of machine learning for the classification of gene datasets has in-

creased. In one study decision trees were used to classify a gene dataset of AD. Classi-

fication models were generated according to Mini-Mental State Examination (MMSE) 

scores to identify expression levels of different proteins that could determine the in-

volvement of genes involved in various pathways of AD pathogenesis. The results 

showed that the MMSE score and relevance association score are the most significant 

attributes for gene classification. In the functional gene classification analysis, they re-

ported that APOE, PSEN1, GRN, ACE, BCHE, PRNP, IL1A are strongly related to 

AD [20]. Machine learning techniques (decision trees, quantitative association and hi-

erarchical cluster) have been used to identify potential genes for the prognosis of AD 

through the use of different biological sources (microarrays, PubMed, GO and PPI net-

work). The results reported a set of significant genes (down/up) related to AD [21]. 

Park and colleagues formulated a new random forest-based method that allows the clas-

sification of gene-gene interaction of gene expression profiles. The proposed method 

was evaluated using AD data with remarkable accuracy, the result of gene-gene inter-

action could be used for the construction of a genetic network to explain underlying 

mechanisms of AD [22]. 

In a recent study, decision trees were used to report a genetic risk profile derived 

from a set of candidate genes related to cognitive performance selected a priori in order 

to explore the combined effect of these genes on cognitive impairment rates during the 

preclinical stage of AD. The results support the hypothesis that the combination of 

genes associated with cognitive performance makes it possible to identify groups with 

accelerated rates of cognitive impairment [23]. 

3 Methodology 

The development of this study was divided into two main phases. During the first phase 

we made the selection of the microarrays database, the analysis of properties of the data 

and the preprocessing techniques were applied and in the second phase the genes of 

interest for our study were selected and the techniques of decision trees and Bayesian 

networks were applied to obtain the knowledge models that represent the patterns of 

behavior in the levels of genetic expression of Alzheimer's disease. Finally, we evalu-

ated and interpreted the results obtained. 
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3.1 Database Selection 

In this work we made use of the microarray database GDS810 obtained from the Na-

tional Center for Biotechnology (NCBI) Gene Expression Omnibus (GEO) database 

([HG-U133A] Affymetrix Human Genome U133A Array) [24]. Expression levels of 

23,283 genes from 31 individuals were obtained from the CA1 region of the hippocam-

pus and correspond to 9 control patients, 7 with incipient Alzheimer's disease, 8 with 

moderate Alzheimer's disease and 7 with severe Alzheimer's disease. The dataset in-

cludes MMSE scores and number of NFT [25]. 

3.2 Property Analysis and Preprocessing 

For the analysis of the properties of the data we proceeded to explore, clean and adjust 

the data. We removed clones and pseudogenes from the database. Regarding the pre-

processing of Affymetrix microarray data, RMA (Robust Multi-Array Average), 

GCRMA (GeneChip Robust Multi-Array Average), MAS5 (MicroArray Suite 5.0) and 

Expresso (Gautier, et al., 2004) were used in the normalization phase using the Affy R 

[26] Bioconductor package. 

3.3 Gene Selection 

Our interest focused on the expression values of genes related to AD: APP, APOE, 

BACE1, NCSTN, PSEN1, PSEN2, MAPT and INPP5D, MEF2C, HLA-DRB5/DRB1, 

NME8, ZCWPW1, PTK2B, CELF1, SORL1, FERMT2, SLC24A4, CASS4 [27], as 

well as DM genes: HLA-DQB1, TCF7L2, ACE, PPARG, HLA-DQA1, APOE, 

ADIPOQ and inflammation: TNF, IL6, IL1B, IL10, TLR4, IL1RN, LTA, IL1A, CD14, 

PTGS2, CRP reported by Genotator [28],  and oxidative stress-related genes: ANXA6, 

ARAF, CBX7, DHX16, EBP, FGF13, HIF1A, TNIP1 or NAF1, NDUFS1, NFE2, 

POLD1, RAB15, SGK2, SMAD5, STAT5B, UBA7, WNT2B [29]. We added MMSE 

score and number of NFT. 

3.4 Decision tree and Bayesian network 

The performance of our classifiers is based on precision (number of correct classifica-

tions divided by the size of the test set), sensitivity (number of AD patients correctly 

identified) and specificity (correct identification of patients without AD). 

For the analysis of gene expression levels using decision trees [30, 31] and Bayesian 

networks [32,33] the clones and pseudogenes were removed from the database. The 

data were analyzed using a WEKA software utilizing decision tree J48 classification 

algorithm and Bayesian network (Naive Bayes algorithm) with 10-fold cross-valida-

tion. We used a decision tree because they provide models that are easy to interpret and 

understand thanks to their ability to select and classify attributes according to their rel-

evance [34]. 

In the generation of the Bayesian network we use the CAIM (Class-attribute Inter-

dependence Maximization) [35] and MDL (Minimum Description Length) [36] meth-

ods provided by WEKA (Waikato Environment for Knowledge Analysis) [37, 38]. 
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4 Results 

In Fig.1, the decision tree obtained from the levels of genetic expression of AD, DM, 

inflammation, oxidative stress, MMSE score and the number of neurofibrillary tangles 

is presented with an accuracy of 87.09%, sensitivity of 90.90% and specificity of 

77.77%. 

 

Fig. 1. Decision tree of the main genes related to AD, DM, inflammation, oxidative stress, MMSE 

and number of neurofibrillary tangles. 

As we can see, the most informative variable is the MMSE. The J48 algorithm pro-

vides MMSE score cut-off values for each stage of the disease: normal > 25, incipient 

19-25, moderate 18-12 and severe < 12, which are similar to those used in clinical prac-

tice to classify an individual's cognitive status. The importance of our model is that it 

allows us to identify individuals at an early stage of AD when the MMSE score is above 

25 points and the level of expression of ADIPOQ (Adiponectin, C1Q and Collagen 

Domain Containing) is greater than 21.390148, an individual is classified as AD incip-

ient. The ADIPOQ gene is only expressed in adipose tissue. Obesity has been reported 

to be a significant risk factor for the development of metabolic syndrome and other 

degenerative diseases. One study found that serum adiponectin level correlated posi-

tively (r=0.683, P<0.001) with MMSE score in patients with AD [39]. Our work cor-

roborates the results obtained in this study, however it is more explanatory since it al-

lows us to identify AD at an early stage. Another advantage is that our model is trans-

parent and understandable for human experts who are not machine learning specialists. 

81

Towards a Proposal of Personalized Medical Decision Support Systems: Analysis of Gene...

Research in Computing Science 148(4), 2019ISSN 1870-4069



The model generated by Naive Bayes with the discretization technique CAIM cor-

rectly classified 29 of the 31 samples: 7/7 of severe AD, 8/8 of moderate AD, 6/7 of 

incipient AD and 8/9 of healthy control. Model accuracy was 93.54%, sensitivity 

95.45% and specificity 88.88%.  In the model obtained by Naive Bayes with the MDL 

discretization technique, an accuracy of 90.32%, sensitivity of 90.90% and specificity 

of 88.88% were obtained. From our results, the best classification model was obtained 

using Naive Bayes with the CAIM discretization technique. 

5 Conclusions 

In the development of this work we evaluated classifiers with decision tree techniques 

and Bayesian networks of AD gene expression levels, DM, inflammation and oxidative 

stress, MMSE score and the number of neurofibrillary tangles. In the decision tree, the 

MMSE score was the most important attribute, however we found that the level of 

ADIPOQ expression can play a crucial role in distinguishing between a normal cogni-

tive state and incipient EA when the MMSE score is considered normal. In summary, 

we successfully modeled different states of AD with accuracies of 87.09% (decision 

tree), 93.54% (Naive Bayes with CAIM) and 90.32% (Naive Bayes with MDL) and 

showed that the level of expression of ADIPOQ has potential to be considered in the 

early diagnosis of AD so our results could contribute with knowledge for a future im-

plementation of a personalized medical DSS. The development of this work demon-

strates that the use of machine learning techniques, provide favorable results for the 

early diagnosis of AD. The models obtained can become the knowledge base of a per-

sonalized medical DSS. A limitation of our is the sample size, so as future work is 

proposed the use of artificial instance generators to improve performance. 
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Abstract. The following study propose a novel heuristic to improve an automatic 

speech recognition system for Arabic language. Our heuristic relies on the col-

laboration of two approach: the first one ensures the extraction of collocations 

from a voluminous corpus then stores them in a database. It uses a combination 

of several classical measures to cover all aspects of a given corpus in order to 

exclude bigrams having a high probability of occurring together.  The second one 

constructs a search space on the relations of semantic dependence of the output 

of a recognition system then, it applies phonetic filter so as to select the most 

probable hypothesis. To achieve this objective, different techniques are deployed, 

such as the word2vec or the language model RNNLM in addition to a phonetic 

pruning system. The obtained results showed that the proposed approach allowed 

improving the precision of the system. 

Keywords:  automatic speech recognition, multi-level improvement, collocation, 

semantic similarity, phonetic pruning. 

1 Introduction 

Automatic speech recognition has been growing interest in recent years. It aims to fa-

cilitate communication between people and system and allows to moving from an 

acoustic signal of speech to the transcription of the signal in a written version. Indeed, 

how does a transcription system work? From a recording, the system starts by calculat-

ing a transformation of the signal in acoustic parameters adapted to a recognition engine 

[1]. This latter makes use of acoustic and linguistic knowledge to produce the transcrip-

tion [2]. The performances of the transcription systems are good when two critical ele-

ments are well mastered, the quality of the sound recording and the availability of 

recordings representative of the context of use. Although an ideal transcription system 

remains always nonexistent, several research efforts have recently been made to come 

up with robust systems [3]. Automatic speech processing still has a few defect. In fact, 

the main limitations that hinder the development of efficient systems are generally 

linked to the great deal of variability in speech. On this respect, we remind of the intra-

speaker variability [4], due to the elocution (singing voice, shouting, whispering, 

hoarse, husky, under stress), inter speaker variability (male voice, female voice, or child 

voice) as well as the variability caused by the signal acquisition device (type of micro-
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phone), or by the environment (noise, cross talk) [5]. Moreover, the degradation of per-

formance is generally due to the lack of precise rules to formalize knowledge to differ-

ent decoding levels (including, syntax, semantics, and pragmatics). On statistical 

methods with learning techniques from oral corpora where the correct transcription is 

known in advance. A statistical ASR is made up of several components following the 

acoustic and linguistic modeling of speech signal with a view to its recognition. 

Many Techniques have been developed to improve each component of the system 

so as take account of or reduce the problems related to speech variability. Never the 

less, each technique has certain weaknesses. This leads us to develop an approach 

which takes account neither of the recognition modules adopted by an ASR, nor its 

search algorithms, or its smoothing techniques, which is the strong point of this ap-

proach. As a matter of fact, we considered the ASR as a black box device of any power 

of decision. Its role is limited to providing the transcription that will trigger our correc-

tion process. Finally, our approach in the only one responsible for correcting mis-rec-

ognized hypotheses and irrelevant word [6,7]. Also, if possible, it try to predict the next 

word that speaker probably will uttered. After a brief state of the art on the technique 

of improving transcriptions, we describe our first approach in section 3 and the preci-

sion improvement approach in section 4, we evoke the global steps of our idea. In sec-

tion 5, we integrate the concept of colocation into our system. Finally, we discuss 

different evaluation results. In the last section, we discuss different evaluation results 

in section 6. 

2 State of the Art 

Improving the performance of ASR caught the attention of specialists in many lan-

guages. Many works were carried out to improve the competency of the various com-

ponents of the system such as the linguistic and acoustic models and to significantly 

improve the decoding quality and the transcription quality a priori. In this framework, 

Lecouteux [8] presents a combinational method allowing to exploit a priori manual 

transcriptions and to integrate then directly into the heart of a SARP. This method al-

lows to effectively guiding the recognition system with the help of auxiliary infor-

mation. He also combined SRALs based on guided decoding [9]. With reference to 

previous research works, Benoıt Favre [10] proposed a fusion system between an orig-

inal sentence containing an error and sentence of clarification. Thus, he proposed many 

alignments of levenshtein variants [11] and a reranker to select the best hypothesis. 

Antoine Laurent [12] came up with a method allowing to help the user in the step of 

correcting ASR outputs and to correctly transcribe proper names to facilitate the auto-

matic indexing of transcribed reunions. 

Fathi Bongares [13] studied the methods of combining transcription systems of large 

vocabulary speech. His study focuses a on the coupling of heterogeneous transcription 

systems with the aim of improving the transcription quality. Combining different tran-

scription systems is based on the idea of exploiting the strengths of each system in order 

to obtain a final improved transcription. In order to overcome the essential problem of 

natural language processing that resides in the manipulation of large volumes of texts 

long Med Achraf presents a collocation extraction approach based on clustering tech-

nique. He used a combination of several classical measures which cover all aspects of 
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a given corpus in order to drew out the consecutive pairs (𝑤𝑖 ,𝑤𝑖+1) of a word commonly 

used from a voluminous corpus. Likewise, Christopher manning exposes a number of 

approaches to capturing collocations such as selection of collocation by frequency or 

the method based on the mean and variance of the distance in more than the t-test 

method and mutual information. 

3 The Proposed Approach 

In this section, we will present our system in details.   

 

 

Fig. 1. The Verification and Correction System of Transcription (SyMAT). 

The process of automatic correction of mis- spelt words from Arabic will be done in 

two main phases, as shown in figure 1. The steps of the left block scheme represent the 

first phase. It is particularly appropriate for extending the search space for the word to 

correct. The second stage is it at the right scheme. This phase is responsible for selecting 

the most likely word scheme. 

 

3.1 Creation of Search Space 

We expose to you the following case: the ASR has succeeded to transcribe the follow-

ing word: 𝑤0,𝑤1,…,𝑤𝑛−1 . By using our approach, we want to find the next word 𝑤𝑛  

badly recognized by the system ASR. The first step is to build a research space that 

may contain the word which we are seeking. This part is essential to develop the search 

space that will contain the words generated by the RNNLM language model and the 

semantic similarity. 

Rnnlm. Let S=𝑤0,𝑤1,…,𝑤𝑛−1 be the context at a given instance our approach aims to 

estimate all of the most likely hypotheses 𝑤𝑛   by using an RNNLM language model. 

This preliminary phase consists of passing the set of observations S to a language model 

in order to retrieve the set of the most likely words which could complete S. The 
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RNNLM model is based on the association of neural networks at word level. In what 

follows, we briefly remind of the mathematical strategies relevant to the model. Re-

cently, deep neural networks have made a great success in the fields of image pro-

cessing, acoustic modelling [13], language modelling [14,15], etc. Language models 

based on neural networks do better than standard back off n-gram models. Words are 

projected into low dimensional space similar words are grouped together. RNNLM 

could be a deep neural network LM due to its recurrent connection between input layer 

and hidden layer [16]. The network has an input layer x, a hidden layer S and an output 

layer y. We denote input to the network in time t as x (t) and output as  𝑦(𝑡). 𝑆(𝑡) refers 

to the state of the network (hidden layer). In put vector (x) is formed by concatenating 

vector 𝑤(𝑡) which represents current word. Output is made from neurons in context 

layer S at time (𝑡 − 1) [17]. The architecture of the neural network used to calculate 

conditional probabilities is organized in three layers [18]. The input layer reads a word 

𝑤(𝑡 − 1) and a continuous S(𝑡 − 1). The hidden layer compresses the information of 

these two inputs and calculates a new representation S (t) for the input of the next prop-

agation. The value is then passed on to the output layer, which provides the conditional 

probabilities P (w (t) │ 𝑤(𝑡 − 1), 𝑆(𝑡 − 1)). RNNLM can be expressed as follows:  

 

x(𝑡) = w(𝑡 − 1) + S(𝑡 − 1), (1) 

 

𝑆𝑗 (𝑡) = f (∑  𝑖 𝑈𝑖(𝑡)𝑈𝑖𝑗), (2) 

 

𝑦𝑘  = g(∑  𝑖 𝑆𝑗  (𝑡)𝑘𝑗), (3) 

where f (z) is a function of sigmoid activation:  

𝑓(z) =  
1

1+e−z , (4) 

and g (z) is a softmax function: 

𝑔(𝑧𝑚) =  
𝑒𝑧𝑚

∑𝐾 𝑒𝑧𝑚 . 
(5) 

 

Semantic Similarity. Identifying the similarity between words is an important TAL 

task regarding the domains where this technique could be useful, such as the search for 

information, automatic translation or even the automatic generation of text. The ability 

to correctly identify the semantic similarity between words is essential for our system. 

This is because of its contribution to the reconstruction of research space. The search 

for similarity is based on the word2vec techniques [19]. Word2vec is a neural network 

with two layers having as an input a text corpus and as an output a set of vectors repre-

senting the characteristics of the input word in this corpus. Word is then taken to meas-

uring the cosines similarity where an angle of 0 degree expresses a total similarity, 

whereas an angle of 90 degrees expresses no similarity. The following table present a 

list of words associated with the word «July» rising word2vec, in order of proximity. 
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Table 1. A list of Words Associated with the Word "July= جويلية " using Word2vec 

ASR Cosine values 

June   ( جوان) 0.9557317 

April (افريل) 0.9386088 

August (اوت) 0.9324805 

March (مارس ) 0.9314448 

May (ماي) 0.9097166 

 

Word2vec assigns a value equal to 0.6230781 to the word «France», so we deduce 

that France does not admit any semantic dependence with the word «July». The next 

step is to apply the text corpus learning and display the figure that shows the location 

of the words in a two dimensional space by a projection of the main component PCA, 

we notice that words with the same semantic meaning are adjacent. The figure below 

illustrates the locations of a set of words having the same semantic context. 

 

 

Fig. 2. The Distribution of Words According to the Cosine Value using PCA. 

 

3.2 Selection of the Most Probable Word 

Having collected a well-defined number of lexicons constituting the search space, we 

highlighted the techniques allowing filtering, classifying and finding the most appro-

priate hypothesis. We adopted two filtering methods: the syntactic filtering and the 

phonetic, filtering. 

Phonetic Comparison. Having obtained a set of word 𝑊𝑣𝑒𝑐  +𝑊𝑀𝐿, we introduced an-

other filtering mechanism operating at a phonetic level. This tool compares the fre-

quency spectrum of the word 𝑊𝑛 coming from an ASR and the frequency spectra of the 

word 𝑊𝑣𝑒𝑐  +𝑊𝑀𝐿. This method consists in aligning the signals of two words, then meas-

uring the degree of similarity of two spectra. At the end of this phase, we estimate the 

word  𝑊𝑛 having the most likely label and the highest degree of acoustic similarity. 

This example shows how to measure the similarities of signal. Whether they are corre-

lated or not?  The black and blue signals show the signals of two most likely words 

generated by search space. The third signal corresponds to the word signal generated 

by ASR. This figure shows that there is no phonetic similarity between the two candi-

dates with the third signal. Just by looking at the time series, the signal seems not to 
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correspond to one of both models. A closer look reveals that the signals did different 

lengths and sample rates. 

 

Fig3. Comparing the Similarity of Two Signals. 

The Case of the First Word of the Sentence. Concerning the previous steps of our 

approach, we recalled the different phases of the automatic correction of transcriptions 

provided by an automatic speech recognition system. We elaborated architecture capa-

ble of sending back the next most likely hypothesis 𝑤𝑛 after taking the n-1 hypotheses 

produced by an ASR as input: its worth mentioning that it is evident to find the words 

having indices between 2 and n given that there is data to manipulate. However, at the 

start of our procedure, we had 𝑤0 data to activate our approach, so as to find the first 

word of the sentence. To overcome this limitation, we have partially changed our strat-

egy. Indeed, we temporarily accepted the two most likely words generated by an ASR 

𝑤11 and 𝑤12. We remind that a speech recognition system uses these three pillars lexi-

con, the language model and the acoustic model to provide a text representing the tran-

scription of a sound signal (the best one). It is also possible to retain several recognition 

hypotheses. The output world, then, be a list of best hypotheses N, a word graph or a 

confusion network. We limited ourselves to extracting the two most likely words 

among the retained N best hypotheses of an ASR of the first word of a sentence. This 

is simple due to the lack of data, which obliges us to accept 𝑤11 and 𝑤12. However, the 

choice is not final. We have designed the method that reviews and verifies the first word 

of the sentence. The final result can accept 𝑤11 or rather 𝑤12 as well as a new lexicon 

retained by our approach based on a set of probabilities. 

4 The Global Steps 

In this section, we will present a detailed representation of our automatic correction 

system of the transcript provided from a speech recognition system. This procedure is 

carried out in 4 steps: 

 The first step consists in extracting the two best hypotheses of first word of the sen-

tence 1 from an ASR.  

 Having acquired the two hypotheses 𝑊11 and𝑊12, we accept 𝑊11. Then, we pass 

𝑊21 to our search approach.  
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o It is essential to indicate the origin of the word. That is to say, if it is the result 

of the language model 𝑊2M1 or rather the result of word2vec 𝑊2vec1.  

o Of the word comes from the language model, we pass W11 and 𝑊2ML1 to our 

approach in order to determine 𝑊3ML1 or 𝑊3vec1. Otherwise, shift back to by 

using an inverse language model choose either 𝑊11 or 𝑊12 or even another 

word proposed by the language model. This back shift is done only when the 

word, retrieved by our approach, comes from the tool word2vec. Needless to 

remind that we could also define a sort of in versed language model whose 

words were generated in a reverse order (from right to left):  

𝑃reversed (𝑤)⃗⃗⃗⃗⃗⃗  ⃗ ≝  P(𝑤𝑛)  P(𝑤𝑛−1|𝑤𝑛). P(𝑤𝑛−2|𝑤𝑛−1𝑤𝑛). 

P(𝑤𝑛−3|𝑤𝑛−2 P(𝑤𝑛−2|𝑤𝑛−1𝑤𝑛). 𝑤𝑛). …. P(𝑤2|𝑤3𝑤4) P(𝑤1|𝑤2𝑤3) 

 

Fig. 4. First Phase of Our Approach. 

Following each word generated by an ASR, it is susceptible to change the old word 

found by our approach during a back shift. The final choice is decided when we process 

the last word of the sentence, which can influence or substitute the previously executed 

hypotheses. 

5 Improvement Precision 

In order to increase the robustness and performance of our main system shown in Figure 

1 and reduce its response time. We have added a new compartment called collocation. 

In this section, we will present in detail the process of extraction of collocations in the 

system as well as the integration steps of two approaches. Collocations refer to the most 

widespread pair of lexemes (𝑙𝑖 ,𝑙𝑖+1) commonly used in the spontaneous Arabic lan-

guage. They are necessarily consecutive whose existence of a lexeme li at position 𝑋𝑖  

in a corpus T certainly requires the presence of the lexeme 𝑙𝑖+1  at the position 𝑋𝑖+1. A 

collocation is expression of two words that corresponding to some conventional method 

of saying things. There is considerable overlap between the concept of collocation and 

notion like term, technical term and terminological. Collocation are crucial for several 
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domain: natural language generation, computational lexicography and corpus linguistic 

research. It comprise: 

 Proper names : الولايات المتحدة (United State)   

 Verbal expression :  (I saw the light ) أبصر النور 

 Terminologies :  (Hello ) السلام عليكم 

5.1 Conventional Approaches for Extraction of Collocations 

The t Test. If two words occur together many times, then we expect the two words to 

co-occur a lot just by chance. The t- test has been widely used for collocation discovery. 

It looks at the difference between the observant and expected means. If t is large enough 

the w1 and w2 are associated, we compute the t static: 

 

𝑡 =  
�̅�− 𝜇

√𝑆2

𝑁

, (6) 

 

where  �̅�  is the sample mean, N is the sample size, 𝜇 is the mean distribution and 𝑆2 is 

the sample variance [20]. 

 

Likelihood Ratio. is further method for hypothesis testing. In applying this test to col-

location discovery, we have the ability to distinguish the occurrence of both common 

and rare phenomenon [20]. This method gives two hypotheses and test, which one is 

most probably the two hypotheses 𝐻1and 𝐻2  are: 

 H1: independence between 𝑤1 and 𝑤2:  𝑝(𝑤2|𝑤1) =  𝑝(𝑤2|¬𝑤1) = 𝑝,  

 H2: dependence between 𝑤1 and 𝑤2: 𝑝(𝑤2|𝑤1) = 𝑝1 ≠ 𝑝2 =  𝑝(𝑤2|¬𝑤1). 

The likelihood ratio is: 

⋋=  
𝐿(𝐻1)

𝐿(𝐻2)
, 

(7) 

where L is the likelihood function, assuming a binominal distribution L is given by: 

𝐿(𝑝; 𝑛, 𝑟) =  𝑟𝑝(1 − 𝑟)𝑛−𝑝, (8) 

where n is the number of trials, r the number of successes, and p is the probability of 

success. 

 

Mutual Information. is a measure of how much one tell us about the other. It allows 

to compare the probability of observing 𝑤1 and 𝑤2 independently 𝑝(𝑤1) 𝑝(𝑤2) mutual 

information is calculated by: 

 

𝐼(𝑤1|𝑤2) =  log2

𝑝(𝑤1|𝑤2)

𝑝(𝑤1) 𝑝(𝑤2)
 . 

(9) 

 

If mutual information is large then 𝑤1  and 𝑤2  are related else, it is too low then 𝑤1  

and 𝑤2  are independent [20]. 
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5.2 The Steps of Extraction of Collocations  

To extract all the most common collocations of the arable language, we have combined 

the three methods recently mentioned, called the t-test, the Likelihood ratio and the 

mutual information. Thus for each candidate of the collocation 𝑤1 𝑤2, these thee 

measures will be used to calculate the dependency between 𝑤1 and 𝑤2. Then, we cal-

culate the average value of the three measures for each bigram. We consider a colloca-

tion all bigrams corpus having a mean higher than a very high empirical threshold. The 

preliminary step consists to segmenting the corpus by identifying the basic units form-

ing the corpus. This means identifying the separators used to isolate the morphemes. 

We also define a stop list to omit the words that cannot form a collocation as: 

 The particles of coordination: ( إماثم، أم، أو، أما،  ). 

 The interrogative particles   : ( متى, أين, أيّ, كيف ). 

 The particles of Appeal: ( أيها هيا، أيا ،يا ). 

Once the bigrams have been identified, the next step is the calculation, for each bi-

gram, we calculate the average of three measures mentioned previously. If the value 

found is greater than a threshold, then the bigrams is considered collocation and we add 

it to the list of collocations. 

Notations used are summarized in the following:  

 T: Corpus size. 

 𝐿𝑖  : lexeme i, 1≤ i ≤ T . 

 Bi : Bigram i. 

 SL : Stop List. 

 Ei : a real which designates the calculated average of each bigrams 

 

1. //Bigrams extraction and Measures computation 

2. For all lexemes 𝑙𝑖, 1 ≤ 𝑖 ≤ 𝑇 − 1  Do 

3. 𝐵𝑗 = { 𝑙𝑖 , 𝑙𝑖+1/ 𝑙𝑖 SL 𝑙𝑖+1SL} End. 

4. //calculate the average of each bigram 

5. Ei = average( Mutual inf (Bi), t test (Bi), Likehood.ratio(Bi)  

6. // add the bigram to all the collocations  If ( 𝐸𝑖 > 𝑡ℎ𝑟𝑢𝑠ℎ𝑜𝑙𝑑) { 

7. 𝐶𝑜𝑙 = 𝐶𝑜𝑙 ∪  { 𝑤𝑖 , 𝑤𝑖+1} }. End 

Figure 6 illustrates some of the accumulated collocations in our database colloca-

tion [20]. 
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Fig. 6. Colocation Group in a Two-Dimensional Space. 

5.3 The Integration of Collocations into the Main System 

At this level, we have completed the construction of a collocation base. However, the 

obvious question is about the contribution of integrating the concept of collocations 

into our system? 

Let S=𝑤0,𝑤1,…,𝑤𝑛−1 be the context at a given instance. S represents the words pro-

nounced by the speaker. At this point, our system has completed the verification of the 

whole sequence in order word after word with success. Let 𝑤𝑛 be the word that will be 

treated. If the word 𝑤𝑛−1 does not belong to the stop list, our heuristic checks if the 

previous word 𝑤𝑛−1  is part of one of the collocations previously collected. We recall 

that a colocation is composed of two lexemes (𝑙𝑖,𝑙𝑖+1). If 𝑤𝑛−1 exists in the collocation 

base (𝑤𝑛−1=𝑙𝑖), then it is sufficient to apply the acoustic comparison of 𝑤𝑛  with the 

second lexeme 𝑙𝑖+1. 

That means that the steps for creating the search space provided by the RNNLM 

language model and word2vec be canceled, the general heuristic has two paths, if the 

last word processed by the system is part of the collocations, then we just perform the 

acoustic test. If this test is positive then this is the word to look for. If not we execute 

as usual our initial approach (SyMAT). The integration of the colocation approach into 

the SyMAT system is very beneficial to the level of confidentiality and accuracy of the 

final result.  

Indeed, if the word belongs to the list of collocations stored, and the acoustic test 

established is positive. Doubtless, we are confident that this is the exact word uttered 

by the speaker. 

6 Experimentation 

To construct the language model, we have used an Arabic text corpus of 100M words 

collected from corpus available on the used. This same corpus served to the construc-

tion of the model based on label. As for the testing of our system, we recorded a caustic 

corpus of 40 hours. We set up our SyMAT system at the exit of two known SPAP 

namely Sphinx [21]. 
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Table 2. Results of the system. 

ASR Precision F-mesure 

Sphinx 51,38 56,41 

Sphinx + SyMAT 56,52 62,05 

HTK 46,24 50,77 

HTK + SyMAT 52,72 57,88 

 

The obtained results show that the proposed approach effectively contributed to im-

proving ASR. We may also note that our method is more efficient for the HTK system 

than for the Sphinx system. This is justified by: 

 The high clean error rate of the HTK system as compared to the sphinx sys-

tem  [21]. 

 The acoustic models trained by Sphinx were much better than that of HTK. 

Table 3. Samples of Collocation Candidates. 

𝒘𝟏𝒘𝟐     M.I     T.T.       L.R.    Ei 

دولارمليون   

 (Million dollars) 

0.9999 0.9999 0.9999 0.9999 

 أشراط الساعة

(Signs of the Hour) 

0.9987 0.9750 0.8774 0.9503 

 الطبعة الاولى

(First Edition) 

0.6487 0.2548 0.3458 0.4164 

 اتفاق السلام

(Peace Agreement) 

0.7814 0.7895 0.8569 0.809 

 

The obtained results show that if the sum of the three values exceeds a threshold 

equal to 0.8, then the bigram is considered collocation.  

7 Conclusion 

On this paper, we propose heuristics with the aim of improving the transcription gen-

erated by an ASR for Arabic. This method exploits semantic, phonetic levels and col-

location’s concept in order to evaluate the output of the ASR system and to propose the 

most likely word in case there is an error. To enforce this approach, we resorted to the 

techniques of word similarity, t test, mutual information, likelihood ration and to the 

RNNLM language model to establish a search space based on the history of a transcrip-

tion W1...Wn-1. After that, we carried out a phonetic pruning to choose the most probable 

word. We also resorted to the techniques of t test, mutual information and likelihood 

ration to extract collocations in order to increase the exactitude of final result. As a 

future work, we hope to promote our system from a model allowing taking account of 

the historic of applied corrections and assuring adaptation of the correction process to 

a particular user.  
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Hosting Data Warehouse in the Cloud 
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Abstract. Currently, cloud computing has become the most popular technologies 

in the area of IT enterprise. It has many advantages such as computing power, 

storage, network and software as a service. Moreover, many other benefits have 

made it attractive. In fact, it is easy to deploy, its technical infrastructure is 

adaptable to the volume of business activity and its cost is relative to 

consumption. Whereas building a data warehouse typically necessitates an 

important initial investment, with the cloud pay-as-you-go paradigm, BI system 

can benefit from this new technology. However, cloud computing brings its own 

risks in terms of security. For this purpose, before outsourcing sensitive data to 

the cloud, the owner must encrypt his data to keep secure. In the particular context 

of cloud data warehouse, privacy is of critical importance because it contains 

sensitive data. Cloud provider proposes traditional security solutions to ensure 

the confidentiality of outsourced data. Unfortunately, those solutions are not 

practical in the case of data warehouse anymore because they induce a heavy 

overhead in terms of data storage and query performance. So, a new   solution 

must be proposed for outsourcing data warehouse to the cloud that respects its 

specification and swings performance and security. In this paper, we propose 

(SecuredDW) a new sharing schema for securing and querying a data warehouse 

hosted in the cloud based in a homomorphic algorithm. The integrity of data is 

also addressed in this paper by proposing two new signatures to verify the 

correctness of data sent and received from the cloud. Theoretical results show the 

efficiency of Secured DW in terms of privacy and performance with respect to 

other solutions. 

 

Keywords: cloud computing, data warehouse, Security, integrity. 

1 Introduction 

With the booming of cloud computing, people are encouraged to adapt BI system in 

their companies. Such new delivery model can mitigate the cost of deployment of a 

data warehouse thanks to its “pay as you go” paradigm. So, company pays just the used 

resource. It is true that the most attractive advantage of using the cloud is its profitable 

cost, but also there are many more.  Indeed, it is easy to deploy and its technical 

infrastructure is adaptable to the volume of business activity. The only drawback that 

prevents the move to the cloud is security. In fact, there are several security issues 

related to cloud computing. Some of those issues emanated from the traditional 
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architecture such as network attack, confidentiality of data, availability, authentication 

and vulnerability exploitation. Because cloud computing evolves rapidly and the push 

to effective controls to protect data in the cloud is nascent, many security solutions for 

clouds are presented in the literature. The most used solution is the encryption of data 

before sending it to the cloud with the symmetric and the asymmetric algorithms. 

Homomorphic encryption is also used to secure data hosted in the cloud. 

In the context of data warehouse, these security problems become tougher to resolve 

because the high volume of data stocked in the warehouse and because the nature of 

OLAP query. More precisely, encrypting data warehouse can affect the cost of using 

the cloud especially in the case of homomorphic encryption that produces a very high 

volume overhead. Furthermore, symmetric and asymmetric algorithm cannot be a 

suitable solution for data warehouse because the decryption of data in the cloud can 

affect the performance of OLAP query and the cost of using the cloud. More than that, 

such scenario is based on the trust between the owner and the cloud provider, which is 

not the case.  

For this reason, in this paper, we propose SecuredDW as a new sharing schema 

adapted to the nature of data warehouse. Our proposal is based on the homomorphic 

privacy presented in [1]. One serious deficiency of this homomorphic privacy is the 

possibility of being broken by clear text attacks. Thus, our contribution is to make this 

privacy homomorphism more robust and secure by using data splitting, multi-cloud and 

perturbation value.  

In addition to that, in this work, we enforce data integrity by providing two 

signatures to verify the correctness of data. 

Moreover, when data is encrypted the original order of data is broken. Thus, all 

fetched data must be decrypted and querying at the owner by the trust tier before to be 

sent to the client. This operation can affect the performance of range query and some 

others query when ordering is necessary. For that we will propose a weighted method 

that reduces the time complexity of such kind of query. 

According to my knowledge, this work is one of a few work that provide an 

environment that takes into account the specifications of a data warehouse while 

balancing performance and security. It should be noted that it is not our aim to propose 

a solution as secure as the state-of-the-art encryption algorithms. We rather suggest a 

technique that provides a considerable level of overall security strength with respect to 

some performance overheads. 

The rest of this article is organized as follows. The second section introduces and 

discusses the previous research related to our proposal. Then, we present SecuredDW 

as a new homomorphic schema to securely host data warehouse in the cloud. In the 

fourth part, we deal with the theoretical and performing results. Finally, the paper ends 

with a conclusion. 

2 Related Works 

As encryption is the most used solution to secure data outsourcing to the cloud, we will 

start by introducing some traditional encryption algorithms that are used in the context 
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of the cloud. In fact, symmetric encryption is mainly the use of the same key in 

encryption and decryption. That is to say that he who encrypts the data must share the 

key with the receiver who decrypts the data. The two most important modern symmetric 

algorithms are the data encryption standard DES [2] and the advanced encryption 

standard AES [3]. In opposite to symmetric encryption, asymmetric encryption is by 

definition the use of two different keys for encryption and decryption. RSA [4], Rabin 

[5] and ElGamel [6] are the most practical asymmetric algorithms.  However, the main 

threat of using those algorithms is that they are based on trust between the owner and 

the cloud provider, which is not the case because the cloud provider may not be 

trustworthy and can fetch into the sensitive data.  Although the data and the keys are 

stocked in the same cloud provider, this scenario can make data subject to external 

attacks. So, if intruders break the security system of the provider, they can steal the data 

with the keys and decrypt it easily. The inefficiency of those security techniques is not 

only in terms of privacy but also in terms of performance. Indeed, decrypting data 

before processing query is not practical mostly in the case of data warehouse.  

To overcome those problems, many works in literature propose running data in 

ciphertext in the cloud. In this context, homomorphic encryption is presented. Authors 

in [7,8,9,10,11,12] propose a solution based on a fully homomorphic encryption. The 

advantage of those algorithms is that they allow addition and multiplication of 

encrypted data in ciphertext. However, they suffer from high time complexity and high 

volume overhead. 

To perform computations over attributes that are used in the calculation of max and 

min aggregation functions or attributes that are compared using relational operators, 

order preserving encryption [13,14] and multivalued Order preserving encryption MV-

OPE [15] are proposed.  

To apply the power of running data in ciphertext in the cloud, authors in [16] propose 

to encrypt data warehouse with several encryption techniques depending on the type of 

attributes. This way, analytical queries can be processed in ciphertext. Yet, this solution 

suffers from high time complexity of running query and high volume overhead.  

The availability of data is also a challenge when entered in the cloud. For this reason, 

the cloud provider replicates data to ensure its availability.  Another solution presented 

consists in using erasing codes. The advantage of such solution is that it can reduce the 

volume of replicated data. Facebook, for example, is using this algorithm to ensure the 

availability of its data warehouse with minimum volume overhead [17]. 

Multi clouds, cloud of cloud, or inter cloud, are by definition the use of many cloud 

providers for data storage such as DSky [18], inercloud [19], and NCloud [20]. Authors 

in [21] use erasure coding to divide the data and stock it in different cloud providers to 

ensure its availability and to reduce the volume of data. Their approach seems to be good in 

term of availability and in term of reduction of data volume, but it is not secure. 

Authors in [22] present CHARM a multi cloud schema that guarantees the 

availability of data with minimum cost. 

The secret sharing algorithm, when first presented in [23], is very useful in the cloud 

to ensure confidentiality and availability as in works [24,25,26,27]. The problem with 

using the secret sharing is the high volume overhead generated after encryption. That’s 

why, authors in [28] try to solve this problem by proposing a new model for sharing 
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data warehouse inspired from secret sharing. The idea is to split the data into block 

before encrypting it with a random linear equation. However, this approach suffers from 

high time complexity of decryption steps. Another problem arises when using this 

approach is that it cannot resist to collusion attacks.  

To work out such a problem, authors in [29] propose S4 as a new schema based on 

secret sharing for enforcing privacy in Cloud data warehouse. The idea is to store 

secrets at one single CSP instead of sharing secrets to n CSP’s. The privacy in S4 relies 

on the fact that k-1 splits are stocked in the CSP and the Kth splits necessary for 

reconstructing the secret are stocked in the owner. This way, they can avoid the problem 

of collusion, but the processing of the query cannot be done totally in the cloud. 

Authors in [30] propose HORNS as a sharing schema based on the Residue Number 

System (RNS) and multi-cloud. The idea in HORNS is to divide the data in small 

chunks with the RNS and stock those chunks in a multi-cloud. In this concern, time 

complexity of encryption and decryption steps is reduced. But this scheme suffers from 

redundant data and collusion attacks. 

2.1 Discussion 

As presented in the last section, many works try to solve the problem of security when 

using the cloud. Nowadays, the most appropriate solution is to use symmetric and 

asymmetric encryption algorithm to encrypt data before sending it to the cloud. Those 

solutions are based on the trust between the user and the provider. For this reason, they 

are not secure enough because the provider can fetch into sensitive data. That’s why, 

processing data in ciphertext is improved and new solutions based on homomorphic 

encryption algorithm, secret sharing, Information Dispersal Algorithm IDA are 

proposed in the case of database in general and in the case of data warehouses in 

particular. The problem with those solutions is that they are not practical enough, 

mainly in the case of data warehouse because it stocked a high volume of data and 

because of the time complexity of an OLAP query. For example, many homomorphic 

encryption algorithms are proposed in the literature as described in the previous section. 

But those algorithms are not a good solution for outsourcing data in the cloud because 

of the high time complexity of processing data and because of the volume overhead 

generated after encryption data. So, the famous homomorphic encryption algorithms 

existing in the literature cannot meet the need for a heavy computing application like 

the data warehouse. Some authors propose to use the secret sharing for outsourcing data 

to the cloud. Their choice is based on secret sharing since it has an acceptable time 

complexity comparing with the homomorphic encryption algorithm. But the problem 

with adopting this technique in data warehouse is that it generates a high volume 

overhead. Accordingly, authors in [25] propose a new secret sharing that reduces the 

volume overhead generated when encrypting data. But this solution suffers from the 

high time complexity when decrypting data. Information dispersal algorithm (IDA) is 

also proposed as a solution to outsource data in the cloud. It is known for its low time 

complexity of encrypt and decrypt data and its low volume overhead. However, this 

algorithm suffers from its weak security. Therefore, in this paper, we propose a new 

schema that balances security and performance when outsourcing data warehouse in 
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the cloud. Our schema is based on the simple privacy homomorphism as described in 

[1]. The privacy homomorphism will be illustrated as in [1]:  

 

Let p and q be two large secret primes and m= pq the product of such large secret 

primes. For that m is difficult to factor. 

Consider the set of cleartext data T= Zm, and the set of cleartext operation F= {+m ,-m 

,⨯m } consisting respectively  of the addition, substraction and multiplication module 

m , with m=pq . 

Let the ciphertext data set be T’ =ZP⨯Zq. Ciphertext operation F’ is the component wise 

of these in F. 

Define the encryption function ɸ(x) = [x mod p, x mod q]. Given the two prime numbers 

p and q and the ciphertext xp =x mod p and the ciphertext xq=x mod q, the secret x is 

decrypted using the Chinese Remainder Theorem (CRT).  

 

We are motivated to use this privacy homomorphism because the latter is based on 

the modular arithmetic as it is described in the encryption function ɸ(x). This is very 

interesting with regards to volume overhead. In fact, because the data will be divided 

in a small residue number, the storage space will be reduced. But when it comes to 

confidentiality, the data will be encrypted with the two prime numbers p and q and will 

be computed in the range of m = pq. The decryption function of this schema is based 

on the use of Chinese remainder theorem. This technique is very practical and feasible 

because of its reasonable temporal complexity. Thanks to the homomorphic 

characteristic of encryption function, arithmetic operations can be done in a ciphertext. 

So, the simple scenario is to encrypt data stocked in the data warehouse with the 

encryption function ɸ(x) = [x mod p, x mod q].  After that, the cipher text dataxp= x 

mod p and the cipher text dataxq = x mod q will be sent to the cloud provider with the 

module m. The two prime numbers p and q will be kept secret in the owner. The data 

stocked in the cloud will be processed modulo m. So, in this way, the cloud provider 

cannot decrypt the data with the modulo m because it is hard to factor. Then, the data 

will be securely stocked in the cloud. Furthermore, with the homomorphic 

characteristic of modular arithmetic query using arithmetic operation such that {+ ,-, x} 

will be done in the cloud in a cipher text without decryption. After processing the query 

in the cloud, the provider sends the result to the owner in a ciphertext. The owner 

decrypts his data with the two secret prime numbers p and q and the two chunks of 

encrypted data are received from the cloud using Chinese remainder theorem (CRT).  

Unfortunately, this schema can be broken by the cloud provider because it has the 

two chunks of data and the secret module m. It can infer the two chunks of data and get 

the two secret parameters p and q.  Malicious intruders can also break the security 

parameters of the cloud provider, get the encrypted data and the modulo m from the 

cloud provider and decrypt it using the known cleartext attack as described in [18]. 

There are two factors that threaten the confidentiality of this schema, an internal 

factor being the cloud provider itself and an external factor being a malicious intruder. 

Thus, a new way will be suggested in the second section which can reduce the risk of 

breaking the security parameters of our schema using a multi-cloud and perturbed data. 
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3 SecuredDW: A New Schema for Securing and Querying Data 

Warehouse Hosted in the Cloud 

This section presents SecuredDW as a new homomorphic schema for hosting and 

querying data warehouse in the cloud securely. In this schema, we focus on ensuring 

the three levels of security CIA (confidentiality, integrity and availability) as it is 

described in figure 1. 

 

 

3.1 Enforcing the Confidentiality of Data  

Authors in [28] describe the way how a cryptanalyst can infer the data and get the secret. 

They argue that this homomorphic privacy presented in [1] can be broken by a known 

plaintext attack. They illustrate the process of breaking the system as follows: 

Suppose x is the integer that will be encrypted and presented by a pair (xp ,xq), where 

xp =x mod p and  xq = x mod q. Assume that the cryptanalyst has the plaintext, ciphertext 

pair for some data. They suppose that p’ be the gcd{xp – x for all data} . In the same 

way, they suppose that q’ be the gcd{xq – x for all data}. After that, it tests that p=p’ 

and q= q’and if this is the case, the cryptanalyst can decrypt all ciphertext. They prove 

that when ciphertext (xp ,xq) is specifically given, the cryptanalyst can find x’ such as,    

x’≡  xp mod   p’    and  x’≡  xq mod   q’   . 

Fig. 1. Global Architecture of SecuredDW. 
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So, it is clear that if the two chunks of data (xp ,xq) or one of them  is kept secret from 

the cryptanalyst, the probability of inferring the data and breaking the system with the 

known plaintext attack will be reduced. 

Therefore, as a first modification, we propose to split the secret data into a k small 

chunk with a random function F(x) like this: 

 F(x) = ∑ xi
k
i=1     with  xi∈ Zm. (1) 

After splitting the original data with the random function F(x), we encrypt each 

chunk of data with the homomorphic function ɸ(x) : 

 ɸ(x) =[ x mod p , x mod q ]. 

Splitting data and encrypting each chunk of data separately with the homomorphic 

function ɸ(x) is not enough to secure sensitive data. To achieve this, we propose to 

stock each share of secret data in a different cloud provider. In this way, we can reduce 

the probability of inferring data and breaking the encryption function because each 

provider has only one chunk of the secret data. So, the problem of intern risk will be 

decreased.  Likewise, it is difficult for malicious users to break the security parameter 

of two cloud providers at the same time and get the chunks of secret data necessary to 

reconstruct the original data. Hence, the risk of breaking the system by an external 

intruder will be diminished. This way, our model will be more secure in terms of 

confidentiality towards the cloud providers as well as from external attack. 

Besides, when p, q, m = pq are very large integers, a small value x is very likely to 

have the same representation over Zm, Zp, and Zq , that is x mod m = x mod p = x mod q 

if x< min (p, q). This is an undesirable feature because the homomorphic function ɸ(x) 

leaves the cleartext unencrypted (trivial ciphertext). To overcome this drawback, we 

propose to multiply secret data with two secret values rp and rq such that rp< p andrq<q. 

So our new homomorphic encryption function will be: 

ɸ(x) = ( [𝑥1⨯  rp mod p, 𝑥1⨯  rq mod q ], 

                               [𝑥2⨯  rp mod p, 𝑥2⨯  rq mod q ] ,    with   k ≥ 2 

……… 

         [𝑥𝑘⨯  rp mod p, 𝑥𝑘⨯  rq mod q ] ). 

(2) 

After encrypting data with the homomorphic function ɸ(x), k pair of data will be 

produced (xkp, xkq) with  xkp= xk⨯ rp mod p and xkq = xk⨯ rq mod q. After that, the chunks 

of data (x1p,x2p,…xkp) will be sent in the CSPp and  ( x1q,x2q,…xkq)  will be sent in the CSPq.  

3.2 New Homomorphic Integrity Function  

To ensure the integrity of data, we introduce in this paper new signatures named outer 

signature to verify the integrity of share and inner signature to verify the integrity of 

original data.  
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Outer signature  

Outer signature is a new homomorphic function based on the modular approach. 

 

For c = x mod n is equivalent to x-k= n*c, k is the rest of division. 

 

So the signature of each share designed “ Sgn_x“ will be computed with the 

homomorphic function as:  

 

Hs(x) =x  mod n= Sgn_x, (3) 

 

and we will compute the key of each signature as: 

 

key_x = x  - ( Sgn_x⨯ n). (4) 

 

In our case, to verify the integrity of our chunks of data, we will use the two 

equations (3) and (4). After that, each pair of data will be sent to a CSP. 

In the cloud, each provider will verify the correctness of its share by computing: 

Sgn_x = share mod n, 

and it verifies that the key received is: 

key_x= share – ( Sgn_x⨯ n ). 

Similarly, when the owner receives data from the CSP’s, he can verify his data with 

the two equations (3) and (4). 

The main advantage of our integrity function is in its homomorphic characteristic. 

This is very useful in the case of data warehouse when using the aggregation function. 

Inner signature  

To enhance the integrity of our schema we propose an Inner signature. The latter is a 

self-checked signature based on the homomorphic propriety of modular approach. It 

works by computing the equivalence between the chunks of data generated after 

splitting the original data with the random function F(x) and the share of data received 

from the cloud. Algorithm 1 is used to verify the integrity of the original data in the 

owner after decrypting the share of data x1p, x1q, x2p, x2q,... xkp ,xkqwith the CRT  and 

getting the original chunk of data x1, x2,… xk. 

 

Algorithm 1 

Inner signature (𝑥1 ,𝑥2  , 𝑥𝑘  ,𝑥1𝑝, 𝑥2𝑝 ,𝑥𝑘𝑝 ,𝑥1𝑞 ,𝑥2𝑞 ,𝑥𝑘𝑞) 

{ 

𝑆𝑝=|𝑥1𝑝  +  𝑥2𝑝 +...+ 𝑥𝑘𝑝|𝑝 

𝑆𝑞=|𝑥1𝑞  +  𝑥2𝑞 +...+ 𝑥𝑘𝑞|𝑞 

𝐶ℎ𝑢𝑛𝑘𝑝=|𝑥1  +  𝑥2 +...+ 𝑥𝑘|𝑝 

𝐶ℎ𝑢𝑛𝑘𝑞=|𝑥1  +  𝑥2 +...+ 𝑥𝑘|𝑞 
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If ((𝑆𝑝=𝐶ℎ𝑢𝑛𝑘𝑝) and (𝑆𝑞=𝐶ℎ𝑢𝑛𝑘𝑞 )) 

 Than  

     Write (“Data is correct “) 

 Else  

     Write (“Data is not correct “) 

} 

After computing the inner signature, whether it is correct that the trust tier 

reconstitutes the original data X with the function F(x), or else it asks the cloud provider 

to get other share of data. 

3.3 Data Availability 

In this section, we want to show the robustness of our solution if we use data replication 

as solution to ensure the availability of data. In this concern, we propose to replicate 

each chunk of data three times. So, nine chunks of data will be produced if k =3 is the 

number of data splitting. After that, the chunks of data (x1p,x2p,…xkp) will be sent to the 

CSPp ,  ( x1q,x2q,…xkq)  will be sent in the CSPq and  the other replicated chunks will be 

sent to the two other clouds .  This way, we can guarantee the availability of data if one 

or two cloud providers are not available. Moreover, we can eliminate the dependency 

of a single cloud provider. 

With our method, data overhead cannot exceed the volume of original data ware-

house twice. So, if we replicate the entire data warehouse three times, the volume 

overhead generated will be six times the volume of the original data warehouse. This 

is not very practical in the case of data warehouse, but it does not exceed the volume 

overhead generated with the other solutions. 

4 Sharing Data Warehouse  

In this section we will demonstrate how data warehouse will be shared in the cloud with 

our schema. Our new sharing model is based on two initial steps. The first step is a data 

sharing process, and the second step is a data reconstruction process. We will also 

delineate how the query will be processed and finally we will present a new method to 

process the range query in ciphertext. 

4.1 Data Sharing Process 

The data sharing process describes how original data will be processed before being 

sent to the clouds.  It consists of the following steps: 
- The trust tier person who is responsible for data security in the company proposes 

two secret prime numbers p and q and two secret values rp and rq, such that rp< p and 
rq< q . He also calculates the module m= pq. 

- He chooses the parameter k which is the number of chunks of data generated after 
splitting the original data. 
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- He affects each prime number p and q to a specific cloud provider. This is very 
important for maintaining the coherence of secret data.  

- He splits the original data with the random function F(x) presented in equation (1). 

- After that, he encrypts the data with the homomorphic function ɸ(x) presented in 
equation (2). 

- The trust tier computes the signature of each chunk of data generated after 
encryption with the new homomorphic integrity function Hs presented in equation (3) 
and the keys of each signature with equation (4).  

- Finally, the trust tier replicates all the chunk of data with its signature and its key 
and sends them to the corresponding cloud provider. 

The scenario of data sharing process is presented in figure 2: 

 
Fig. 2. Data sharing process. 

4.2 Data Reconstruction Process 

The data reconstruction process describes how original data will be reconstituted after 

being received from the clouds.  It consists of the following steps: 

 
-The trust tier asks  two  cloud providers CSPp and CSPq to get the shares of 
corresponding data X (x1p, Sgn_x1p, key_x1p) ,(x2p , Sgn_x2p , key_x2p) and(xkp, Sgn_xkp, 
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key_xkp) from CSPP, (x1q , Sgn_x1q, key_x1q) , (x2q , Sgn_x2q , key_x2q) and (xkq, Sgn_xkq, 
key_xkq) from CSPq. 

- He verifies the correctness of each share with the signature and the key. In case of 
errors, the trust tier can ask CSP to get a new share. 

-He computes the scalar product of each share  (x1p , x1q ) , (x2p , x2q ) and (xkp, xkq ) by (r 

p
-1 mod p, r q-1 mod q)  to retrieve ( x1 mod p, x1 mod q ), (x2 mod p, x2 mod q ) and (xk mod 

p, xk mod q ) . 

-After that, the trust tier decrypts the data using the Chinese remainder theorem with the 
two secrets parameters p and q and with the shares of data ( x1 mod p, x1 mod q ),  (x2 

mod p, x2 mod q ) and ( xk mod p, xkmod q )  . 

- He verifies the integrity of the original data with the inner signature. 

-If the inner signature is correct, the trust tier computes the original data with the function 
𝐹−1(x). Otherwise, he asks the cloud provider to get another share of data. 

The scenario of data reconstruction process is presented in figure 3: 

 
Fig. 3. Data reconstruction process. 

To illustrate our schema, we present the example of data sharing and reconstruction 

process of the integer x= 17, 

 k = 3, 

F(17) = 5+ 8 + 4 , 

P= 5, q= 7, rp =3, rq=2,  m=35 , n = 2, 

ɸ (5) = (5⨯ 3 mod 5, 5⨯ 2 mod 7), 
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ɸ (8) = (8 ⨯ 3 mod 5, 8 ⨯ 2 mod 7), 

ɸ (4) = (4 ⨯ 3 mod 5, 4 ⨯ 2 mod 7), 

ɸ (5) = (0, 3), ɸ (8) = (4, 2), ɸ (4) = (2, 1), 

 

Compute the signature of each chunk of data as: 

 

sign_𝑥1𝑝 = Hs(0) ,sign_𝑥1𝑞  = Hs(3) ,sign_𝑥2𝑝 = Hs(4),sign_𝑥2𝑞 = Hs(2) ,sign_𝑥3𝑝 = 

Hs(2) and sign_𝑥3𝑞 = Hs(1) 

sign_𝑥1𝑝 = Hs(0) = 0 mod 2 = 0  and the key is key_𝑥1𝑝 = 0- ( 2* 0) = 0 , 

sign_𝑥1𝑞  = Hs(3) = 3 mod 2 = 1  and the key is key_𝑥1𝑞  = 3 - ( 2* 1) = 1 , 

sign_𝑥2𝑝 = Hs(4) = 4 mod 2 =2  and the key is key_𝑥2𝑝 = 4 - ( 2* 2) = 0 , 

sign_𝑥2𝑞 = Hs(2) = 2 mod 2 =1  and the key is key_𝑥2𝑞 = 2- ( 2* 0) = 0 , 

sign_𝑥3𝑝 = Hs(2) = 2 mod 2 =1  and the key is key_𝑥3𝑝 = 2- ( 2* 1) = 0 , 

sign_𝑥3𝑞 = Hs(1) = 1 mod 2 = 0   and the key is key_𝑥3𝑞 = 1- ( 2* 0) = 1 , 

 

After that all data will be sent to the cloud provider. 

 

CSPp is identified with the secret parameter p and CSPq is identified with the secret 

parameter q.  

 

For reconstruction the integer x =17, 

The trust tier gets all data from the CSP’s and verifies the correctness of data: 

He verifies that  

sign_𝑥1𝑝=  0mod2 = 0   and thatkey_𝑥1𝑝 = 0 – (0⨯2 ) = 0 

sign_𝑥1𝑞=  3 mod 2 = 1   and that  key_𝑥1𝑝 = 3 – (1⨯2 ) = 1    

sign_𝑥2𝑝=  4 mod 2 = 2   and that  key_𝑥1𝑝 = 4 – (2⨯2 ) = 0    

sign_𝑥2𝑞=2 mod 2 = 1  and that  key_𝑥2𝑞 = 2 – (1⨯2 ) = 0    

sign_𝑥3𝑝=2 mod 2 = 1   and that  key_𝑥3𝑝 = 2 – (1⨯2 ) = 0    

sign_𝑥3𝑞=1mod 2 = 0   and that  key_𝑥3𝑞 = 1 – (0⨯2 ) = 1 

 

If it is the case, he computes: 

Pp  =7  , Pq= 5 ,bp=3 ,bq=3,𝑥1𝑝  = 0,  𝑥1𝑞  = 3 ,𝑥2𝑝 = 4,𝑥2𝑞 = 2 ,𝑥3𝑝 = 2 ,𝑥3𝑞 = 1   , 

m=35 

rp
-1 mod p = 3-1 mod 5 = 2, 

rq
-1 mod q = 2-1 mod 7 = 4 , 

 

After that we compute: (0⨯ 2 mod 5, 3⨯4 mod 7) = (0, 5) ,(4⨯ 2 mod 5, 2⨯4 mod  
7) = (3, 1) ,(2⨯ 2 mod 5, 1⨯4 mod 7) = (4, 4). 

Using the CRT we can compute: 

𝑥1= CRT (0 , 5) = (0⨯7⨯3 + 5⨯5⨯3) mod 35 = 5 

𝑥2= CRT(3 , 1)  = (3 ⨯7⨯3 + 1⨯5⨯3) mod 35 = 8 

𝑥3= CRT (4 , 4) = ( 4⨯7⨯3 + 4⨯5⨯3) mod 35 = 4 

to verify the correctness of each chunk of data, we compute: 
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𝑆𝑝=|0 + 3 + 4|5 =2 

𝑆𝑞=|5+ 1 + 4|7 =3 

𝐶ℎ𝑢𝑛𝑘𝑝=|5 +8 +4|5 =2 

𝐶ℎ𝑢𝑛𝑘𝑞=|5 + 4 + 8 |7 =3 

𝑆𝑝=𝐶ℎ𝑢𝑛𝑘𝑝 and 𝑆𝑞=𝐶ℎ𝑢𝑛𝑘𝑞, so the chunks of data is correct. 

 

After that, we compute the original data X = 5 + 4+ 8 = 17. 

4.3 Sharing Data Warehouse  

The whole table of a shared data warehouse is stored in a relational database at a given 

CSP’s (two initial CSP’s in our case) and each attribute value in each record is 

encrypted independently as described in the data sharing process except the primary 

keys and the foreign keys. Figure 4 gives an example of star schema data warehouse 

that is shared among two CSP’s. Each shared model of data warehouse stands for the 

same schema as the original data warehouse, except that two other attributes are added 

to store signatures and keys. 

 
Fig. 4. Sharing schema of data warehouse in each CSP. 
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4.4 Querying Data Warehouse Hosted in the Cloud  

Our schema can directly support some basic OLAP operations at the CSP’s through 

SQL operations and aggregation function. For example, simple select-from queries can 

be directly applied in the cloud. However, when expressing a condition in a where or 

having clause, the trust tier must rewrite the query and post processing some operation 

in the company because the MOD operator is non- injective. Given that for X MOD Y 

= Z, the same output Z, considering Y a constant, can have an undetermined number of 

possibilities in X as an input which will generate the same value Z when applying the 

operator. Figure 5 describes the scenario of processing a select query. 

 

 
Fig. 5. Scenario of processing Select query. 

 

This routine works for many comparison operators (=, ≠, EXISTS, IN, LIKE…) and 

their conjunction. Arithmetic operation and aggregation function such as sum, avg, 

count can be computed in ciphertext by the trust tier after eliminating the error rows.  

4.5 Weighted Method for Answering Range Query  

When ordering is necessary, as in ORDER BY clauses and many comparison operators 

(>, <, ≥, ≤, BETWEEN…), it can no longer be applied since the original order is broken 

when sharing data. Thus, all fetched data must be decrypted and quered at the owner 

by the trust tier before being sent to the client. This operation is very expensive in terms 

of time computation. To infer the performance of such kind of query, we propose a 

weighted method that reduces the time complexity of running range query. 

We will also propose two weights, the first one is to encrypt data with modulo p, 

while the second one is to encrypt data with modulo q, so: 
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Wp =      
|   𝑃−1|𝑝

𝑝
, 

(5) 

 

Wq =
|   𝑄−1|𝑞

𝑞
, 

(6) 

with   P = 
𝑚

𝑝
       and  Q = 

𝑚

𝑞
 . 

After that, for comparing two integer A ((𝑎1𝑝,  𝑎1𝑞  ) ,   (𝑎2𝑝,  𝑎2𝑞  ) ,  (𝑎𝑘𝑝,  𝑎𝑘𝑞   )) 

and B ((𝑏1𝑝,  𝑏1𝑞  ) ,   (𝑏2𝑝,  𝑏2𝑞  ) ,  (𝑏𝑘𝑝,  𝑏𝑘𝑞   )) encrypted with the homomorphic 

function we will compute : 

𝑅𝑒𝑠𝑙𝑡𝐴  =  |𝑎1𝑝  ⨯  𝑊𝑝 ⨯  
1

𝑟𝑝
   +    𝑎1𝑞 ⨯  𝑊𝑞 ⨯ 

1

𝑟𝑞
 +   𝑎2𝑝  ⨯  𝑊𝑝 ⨯  

1

𝑟𝑝
   +    𝑎2𝑞 ⨯

 𝑊𝑞 ⨯  
1

𝑟𝑞
  +    𝑎𝑘𝑝  ⨯  𝑊𝑝 ⨯  

1

𝑟𝑝
   +    𝑎𝑘𝑞 ⨯  𝑊𝑞 ⨯  

1

𝑟𝑞
|1,                                        (7) 

𝑅𝑒𝑠𝑙𝑡𝐵  =  |𝑏1𝑝  ⨯  𝑊𝑝 ⨯  
1

𝑟𝑝
   +    𝑏1𝑞 ⨯  𝑊𝑞 ⨯  

1

𝑟𝑞
 +   𝑏2𝑝  ⨯  𝑊𝑝 ⨯  

1

𝑟𝑝
   +    𝑏2𝑞 ⨯

 𝑊𝑞 ⨯  
1

𝑟𝑞
  +    𝑏𝑘𝑝  ⨯  𝑊𝑝 ⨯  

1

𝑟𝑝
   +    𝑏𝑘𝑞 ⨯  𝑊𝑞 ⨯  

1

𝑟𝑞
|1.                                        (8) 

After that, if ResltA>ResltB  so A > B, else A < B. Consequently, using this method, 

there will be no need for decrypting all data when querying range query and the 

operation of comparison will be done in ciphertext in the company. 

However, some range queries can be transformed and performed in the cloud if the 

comparison range is known. For example, the query “Select  C_current_add  From 

Customer  where C_birth_day  between 17 and 19” would be transformed to “Select  

C_current_add  From Customer  where C_birth_day  in (0 , 4,  2   ) or in (3 , 0,  1  ) or  

in(3 , 0,  2   ) ” at 𝐶𝑆𝑃p=5, where(0 , 4,  2   ) , (3 , 0,  1  ) ,(3 , 0,  2 )  are the shares of 17, 

18 and 19 at 𝐶𝑆𝑃p=5, respectively for 𝐶𝑆𝑃q=7. 

5 Security Analysis and Performance Evaluation  

This section is devoted to illustrate the relevance of our approach along two axes. The 

first axis is about the security features of our scheme, while the second axis is about the 

performance of our schema in terms of time complexity and volume overhead when 

using the pay-as-you go paradigm.  

5.1 Security Analysis  

In this section we will deal with the security analysis of our schema in terms of 

confidentiality and integrity. We will also show the efficiency of our proposal to 

overcome the problem of collusion. 

Confidentiality of data  

To protect data from plaintext attacks and from malicious cloud providers, we propose 

to split data into k chunks with the random function F(x) and encrypt each chunk with 
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the homomorphic function ɸ(x) presented in equation 2. Then, all encrypted chunks 

will be stocked in two cloud providers. 

The objective is to keep minimal information about data and parameters among the 

cloud provider. As a result, we can reduce the risk of inferring the data and breaking 

the system. 

The role of trust tier as a middle tier between the user and the cloud is an effective 

solution which guarantees the confidentiality of the two secrets p and q.  

 

Proof: 

If the cloud provider predicts the p and the q or gets the p and the q (worst case), he can 

predict x as:   

 

X= y⨯p + xp    and    X= y⨯q + xq such that x<m. 

 

We can conclude that even if the two secret parameters are discovered by the cloud 

provider, he cannot identify whether the chunks of data correspond to the parameters p 

or q or not. This ambiguity can disrupt the work of inferring the data. Furthermore, 

since factoring is hard, inferring the k chunks of data without known whether the 

chunks of data correspond to the parameters p or q cannot be done in the case of a huge 

volume of data as in the data warehouse. 

In the worst case, if the cloud provider infers the data, decrypts the entire share and 

gets original chunk, the security of our original data cannot be breached because the 

cloud provider has just a chunk of data and not all the original data. So, we can deduce 

that splitting data is essential to the security of our schema. That’s why the parameter 

k will be chosen carefully and should be k ≥ 2. 

Similarly, it can be argued that the confidentiality of our schema is better with this 

new sharing strategy. In fact, even if the malicious intruder gets the two secret 

parameters p and q, it is hard to break the security of the two cloud providers and get 

the chunks of secrets at the same time. Even if he does this and decrypts the k chunks 

of data, he cannot reconstruct the original data because he does not know the random 

function F(x). 

Integrity of data 

Outer signature  

 

In our schema, the processing of data is done in ciphertext. Thus, there is no need to 

use a complex integrity function to ensure the security of data. Our goal is to propose a 

simple method which allows the verifying of the data sent and received from the cloud 

with minimum time complexity.  

Our integrity function Hs (x) is homomorphic. This is very practical in the case of 

data warehouse. There is no need to verify each chunk of data separately if we calculate 

the aggregations functions. 
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Inner signature  

 

The inner signature is a self-checked signature. It is based on the homomorphic 

characteristic of arithmetic modular. So, if there are some mistakes that cannot be 

detected with the outer signature, the inner signature can detect it. 

 

Collusion  

 

With this schema the risk of collusion is small because data is split randomly with the 

random function F(x). Consequently, it is hard for the two clouds providers to predict 

how data is split if it colludes. 

5.2 Performance Evaluation  

Volume overhead 

 

Our encryption function is based on the MOD operator which divides the data in a small 

residue number. So, there is no overhead volume when encrypting initial data. The 

original data is split into k chunks and each chunk will be encrypted with the Mod 

operator two times. The volume of the encrypted data cannot exceed twice the volume 

of the original data. 

Temporal complexity 

 

In our scheme for the encryption phase, we need just O(n) operation because the 

encryption function needs only modular operation.  

 The decryption function is based on the CRT. So we just need O (lglg n) operation for 

the decryption phase.  

Comparing our schema with the existing related approaches 

 

In this section, we compare our schema with the approaches presented in our state of 

the art in terms of security and performance. Table 1 synthesizes the features of some 

approaches discussed above. 

As it is described in table 1 the main advantage of our schema is that ensure three 

levels of security confidentiality, integrity and availability. More than that, it resists to 

collision attack. 

Also, compared to other solutions our schema is very performing in term of time 

complexity of encryption and decryption phase. This makes it very suitable in the case 

of data warehouse. To all those benefits, are ensured with a reasonable volume 

overhead and a capacity of answering query processing totally or partially in the cloud. 
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Table 1. Synthesis of the characteristics of some approaches discussed. 

 [24] [31] [28] [27] Our schema  

Confidentiality  yes yes yes yes yes 

Integrity  

Outer signature  No No No yes yes 

Inner signature  No No No yes yes 

Availability  yes No No yes yes 

Collusion  yes No No yes No 

OLAP query yes yes No yes yes 

Range query No yes No No yes 

Aggregation function yes yes No yes yes 

Data volume  6n - 6n 3n 6n (three 

replicas) 

Time complexity of encryption 

phase 

O(n) - O(n) O(n) O(n) 

Time complexity of decryption 

phase  

O(nlg2

n) 

- O(nlg2n) O(nt2) O(lglg n) 

6 Conclusion  

This paper presents SecuredDW as a system for securely hosting and querying data 

warehouse in the cloud. SecuredDW uses a homomorphic encryption algorithm to 

ensure the confidentiality of data. This homomorphic encryption algorithm reveals a 

serious weakness as it can be deciphered by ciphertext attacks. To overcome this 

weakness, we propose a new sharing method of using this homomorphic privacy based 

on splitting data, multi cloud providers and perturbation values.  

With this new sharing schema, we can reduce the risk of breaking the security of the 

system by both cloud providers and malicious intruders. Two new signatures are 
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suggested to ensure the integrity of data sent and received from the cloud inner 

signature and outer signature. 

The weakness of our schema lies in the processing of range queries in the owner 

after decrypting all the data. This operation can take a lot of time in the case of data 

warehouse because of the huge volume of data that will be decrypted before processing 

range query. That’s why, we propose a weighted solution to this situation in order to 

reduce time consumption in the decryption phase. Our schema SecuredDW can be a 

promising solution for hosting data warehouse in the cloud that balances security and 

performance. 

We eventually endeavour to evaluate our schema in a real cloud provider. 
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