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Mexico

{a00965707@itesm.mx, juresti}@itesm.mx

Abstract. The internet in our daily lives has made a great impact in
the availability of information. However, the quality and relevance of the
data may vary depending on what each person is looking for. Since every
person has different interests and priorities, data can mean nothing to
someone while being a top priority for someone else. Information retrieval
and recommender systems were created to alleviate this phenomenon.
Traditional recommenders do this by considering the users’ ratings and
preferences over a set of items. Following the success of collaborative
filtering and other methods, and as part of their natural evolution, recom-
mender systems began to include more information into their learning
process. Data about the users, items and their surroundings are common
trends to improve the recommendation process. The inclusion of new
data sources lead to what today is known as context-aware recommender
systems. This type of systems include data regarding the situations
in which the system, user and item are involved when dealing with
the recommendation process in previous and current interactions. In
this paper, we present a model for contextual data capable of finding
and modeling the relationships between the context variables, the users’
preferences and the items’ characteristics. The system generates recom-
mendations with specific data in the queries requested by the users.
Our model considers a general situation of the user’s contextualized
preferences. After we generate the initial model, we use collaborative
filtering techniques to deal with specific characteristics presented by each
item to generate our recommendation.

Keywords: context-aware recommender systems, Bayesian model, user
model.

1 Introduction

A recommender system’s objective is to give the best available suggestions to
users over a set of items. This is often achieved with methods such as collabora-
tive filtering algorithms or regression models.

Thus, the main goal is simplified and becomes the prediction of the item’s
score. However, the metrics for evaluating such algorithms have been previously
discussed and found that they are not entirely effective and meaningful [6].
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As we know, data from different sources has been used to achieve this goal.
However, most of the acquired information has been used as a filtering condition.
Even with the current models generated by the mentioned data, they tend to
only describe the user’s data and do not explicitly consider the relation between
the data.

The evolution of context-aware recommender systems is a good example of
the inclusion of surrounding data with the hope that it will improve the sy-
stem’s recommendations. From the start, and because of collaborative filtering’s
popularity, the contextual data is commonly used as part of the filtering process.

The data inside recommender systems is traditionally represented as matri-
ces. This allows researchers to treat them as input data for collaborative filtering
algorithms. The problem with this approach is that it tries to look for similarities
between users or items in order to predict a score, while it ignores or, in the best
case scenario, implicitly finds the relations between the factors used to compare
the similarities between the users or items.

When using this approach, few things can be done with that relation’s
knowledge. Using a different approach may prove useful. By having the concrete
model, it can be adjusted and refined so that it becomes a better representation
of the user.

The information from the users about their ratings over a set of items can be
seen as an abstract representation of them, giving us simple user models to work
with. However, by excluding contextual information, we lose the interpretive
power that is available to us to determine the user’s goals and objectives. This
will also prevent us from giving the best choice in the best possible way [5].

The relevance of a proper user model is based on the fact that users deci-
sions are not only affected by the presence of distinct factors, but also by the
interaction between them. That is, for example, the weather context variable
may greatly affect the user’s mood when rain is present. But in a sunny day,
the weather context variable may not have the same impact on the mood of
the user. Both cases have an impact on the user’s final decision, but the same
context variable has a different weight depending on the current condition.

There are comparative studies between representative members of context-
aware recommender systems’ approaches. Paniello et al. [11] conclude that con-
textual modeling approaches are some sort of best bet when deciding for an
approach, even if they do not exceed the rest in every aspect considered in
their evaluation. We decided to follow the contextual modeling approach to take
advantage of an existing explicit model for our users.

Being part of the decision process, the relations between the context variables
seem to be a relevant part to be considered. This requires a structure that is
capable to represent the relations.

For this purpose, we decided to use Bayesian networks as the base for our
user model. Bayesian networks are a graphical representation of conditional
probabilities tables. They can be used to establish a causal relation between
its components.

76

Aram González, Jorge A. Ramírez

Research in Computing Science 147(4), 2018 ISSN 1870-4069



2 Previous Work

Collaborative filtering and techniques that combine it with other approaches are
the most common approach to traditional recommender systems. Collaborative
filtering recommender systems generate suggestions based on the similarity exist-
ing between the users in the system. It comes from the human behavior of rating
items based on the opinions of other people [13].

Collaborative filtering methods are designed to produce recommendations
personalized for users based on patterns of ratings without external information
for items or users. So, by design, the basic data for collaborative filtering methods
mostly depends on the ratings.

Adomavicius and Tuzhilin [1] established that collaborative filtering recom-
mender systems try to predict the utility of a specific item based on the scores
given by other users. This a broad definition of this type of approach. This
definition means that every system that uses data from distinct users to help
determine a specific user’s rating for an item can be associated with collaborative
filtering.

This is a common approach given the lack of data (ratings), given by a single
user over a extended period of time. For our approach, we use the data from
different users to establish our initial model that is shared by all the users. This
model changes over time by both, the implicit and explicit feedback from users.
The implicit part requires users natural interaction with the system, this means
it needs them to use and rate the items presented. This allows the system to
recalculate both the network’s structure and its probabilities over time.

The explicit part comes from the user directly modifying the set of rules
presented to them. This can modify the way in which each query is procesed.
While this doesn’t directly modify the calculated probabilities, it changes the
form in which they are used.

Up until this point we could consider our approach to be partially collabo-
rative filtering. However, the algorithms commonly presented as collaborative
filtering focus their research on solely on improving their accuracy on the pre-
dicted ratings.

This has proven to be a common research area that allows recommender
systems to be very accurate on their predictions. In fact, it’s still a relevant
research area that is presented in the works of Liu et al. [8], Nilashi et al. [9],
and Ramezani et al. [12], just to mention some recent works.

While we can produce recommendations and inference over the possible
ratings for current items. Its main focus is on the relations that exist between
the data it considers, it being a combination of user, item, and contextual
characteristics. And the second main focus is on the personalization of the
experience by giving two ways to modify the current process.

This gives our approach the chance to present useful information both to
the traditional recommender system’s user, but it also allows to generate a data
analysis on the background information that it uses in order to produce its
results.
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The explicit relation between context variables has also been a subject of
study. A recent case is the one proposed by Baltrunas et al. [3]. They also came
to the conclusion that context variables have a different relevance. While it still
lacked the focus on the relations between context variables, it ends up being
another step into the course of action that we follow.

Ono et al. [10], proposed a Bayesian network approach as the main user model
for a context-aware recommender system. In their paper, the model included data
from the user, the context and the item. They managed to obtain a big number
of attributes for each system’s element. While the overall process is similar to our
approach, the construction of the Bayesian networks is different. Ono et al. focus
their efforts in dealing with a lot of attributes. In contrast, our main objective is
to adjust the Bayesian network’s structure and conditional probabilities so that
both match the current user and context. Also our approach adds a feedback
process to let each user further the personalization of his model.

3 Data

The lack of context representation in recommmender systems may lead to a
loss in predictive power. Adomavicius and Tuzhilin [2], expose this point. By
acknowledging this, we decided to work with a context-aware recommender
system as our base.

While looking for a dataset, we were not able to find one with enough number
of context variables and enough records to support the presented approach. The
LDOS-CoMoDa dataset [7], satisfies most of the contextual requirements, but it
lacks the amount of records required to show the actual differences between the
created user models.

For this reason, we decided to develop our own dataset. We are currently
working a vacation dataset. At the time this paper was written, we have 240
surveys collected. The answers are related to a group of people with similar
characteristics as our movies dataset.

This dataset is focused in vacation recommendation. We asked about the
place to which every user last traveled, the dates, companions, experiences,
activities, lodging’s characteristics as well as a rating for both the place and
the experience. On this new dataset, we tried to focus more on the information
that involves the entire trip and that can affect the traveler’s experience.

The dataset is aimed at describing in the most detailed way possible the
circumstances in which a person decides to take a vacation. So we included
traditional contextual variables used on other works like season of the year,
weather and time spent. But we also included data about the conditions during
the trip, characteristics of the visited places and we also included the user’s
opinion about the lodging choices and what the elements people use to choose
and rate them.
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4 Bayesian Network as Model for Contextual Data

A Bayesian network allows us to visually represent the conditional probabilities
of our system. A Bayesian network, even when data is missing, can learn the
causal relationships between the domain’s problems and characteristics. It also
helps to predict future events by inferring how likely it is for them to appear [4].

We decided to use Hill Climbing and the Bayesian Information Criterion
to obtain our conditional probabilities with the structure of our network. We
decided to stick to the Bayesian Information Criterion because, after testing
methods like the Akaike Information Criterion and Gaussian log-likelihood, we
found no evidence that they outperformed the original score. In fact, Akaike
results were really close to Bayesian information Criterion.

By analyzing the data, we found the same tendency in the expected error.
This is, that it tends to diminish as we get more data. However, we also found
that a correlation exist between the number of variables and the rate in which the
expected error diminishes. Still, by using our approach, we are able to generate
recommendations and generate some information about the decision process,
albeit it might not be as accurate as when more data is available.

The rate in which the expected loss decreases is shown in Table 1 and in
Figure 1. After some tests with 10 fold cross validation, the system showed a
great amount of instability when tested with less than 150 answers.

Table 1. Expected loss function from our vacation dataset.

Data quantity Expected loss

50 1104.629

75 ∞
100 118.9803

125 1807.76

150 81.91782

175 64.09887

200 64.67456

225 73.79942

240 82.79571

The source of this behaviour can be explained as:

1. Amount of variables - The number of variables used included in this dataset
is around 90. This includes the item’s features as well as context variables.
This makes it harder for the Bayesian network to accurately represent and
predict the behaviour of the user.

2. Data outliers - While collecting our data, we found that some of the points are
spread as shown in Figure 2. We have some data outliers that complicate the
learning process of our model. Since it seems to be less identifiable patterns,
the amount of data required for stabilization increases.
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Fig. 1. Expected loss function from our vacation dataset.

Fig. 2. Vacation dataset current status.

As an initial result, we obtain the Bayesian network’s structure and the con-
ditional probabilites behind it. Table 2 shows an example of the conditional
probabilities of the types of places that users go on vacation.

We can begin to observe some of the effects of the variables by looking at
the conditional probabilities tables generated with our Bayesian network. For
example, Table 3 shows how the quality and rating of the place in which a
person sleeps has a direct impact on the score the user gives to the whole trip.
While some of this relations may seem obvious, it is relevant to ensure that our
approach can determine them and that it can also find some new relationships
that we might not really account for.
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Table 2. Probabilies of the type of places that users will visit on vacation.

Place type Probability

City 0.3064667

Mountain 0.1419333

Beach 0.1760667

Town 0.1562667

Remote place 0.08686667

Historical site 0.03406667

Table 3. Probability of experience scores given a move score of 4 out of 5 or more
given the stay rating.

Stay rating Probability

Between 0 and 1 0.155595

Between 1 and 2 0.306841

Between 2 and 3 0.4776664

Between 3 and 4 0.7134526

Between 4 and 5 0.9094099

4.1 Getting the First Step of the Recommendation

The first phase prediction of this particular recommender system is based on
the inference process of the Bayesian networks. The inference is done by calcula-
ting the posterior probabilities from our conditional probabilities. The posterior
probabilities can be calculated by applying the Bayesian rule (and the chain
rule).

So we feed our particular queries with the information that is currently
available. By using this type of inference, we can create complex queries for
the system. The queries may include any of the variables we used for building
our network and it will return us the probability of that being true. For example,
if we wish to know if a user would like to have a swimming pool in his hotel in
a winter vacation, we generate a query like this:

p(vacation rating >= 4|season == summer|hotel pool == True).

An advantage of this approach is that we can get information about any of
the variables presented in our network. So if we like to know which season is
preferred by our users on winter, we can make a query to ask that. The queries
can be as general or specific as we require them to be.

As a result we get a probability that indicates us how probable it is that our
current user will enjoy a trip with those characteristics. While this approach is
particularly suitable to ask for specific situations, it requires a query for each
posibility when searching for each possible recommended item.

This gives our system a flexibility that is not present in other approaches.
We can do queries with as little as no contextual data, and also do queries with
up to every variable specified so that it can find the best match for our user.
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This approach can also lead to obtain a better analysis of the users behaviours
and the effect that contextual variables have in them. From a commercial view,
this can also help a company to obtain a better understanding of their current
user base so that they can offer services specially focused for them.

As flexible as this approach is, it is clear that this method does not recom-
mend items in particular. The output are the categories that the user may enjoy.
To deal with this issue, we use a different algorithm as an external filter.

5 Getting a Specific Item Recommendation

We follow two paths to get a specific item after the first phase of our recom-
mendation process. We look for the item’s characteristics and apply one of the
following approaches:

– Rules - This are rules defined by the users that help the system personalize
their results. Let’s say our system knows that our user likes to spent winter
vacations on the beach. This would lead our first phase to suggest such
environment. However, to decide between Miami and Acapulco, we need
more information. If the user sets that he likes to travel to a foreign country
during vacation, then we have a new filter that will help us decide between
our possible items. Of course this has the limitation that for being useful, it
needs to have direct feedback from our user. This is were our second approach
comes into play.

– Collaborative filtering - Collaborative filtering are a group of algorithms that
can predict the score a user would give to a certain item based on the scores
that similar users gave to similar or the same item. By looking at this, it
alleviates our previous problem. We already have the score information for
some items given by some users. We now need to apply the collaborative
filtering to the set of items that meet the characteristics defined by our first
phase. This helps us to reduce the search space and get a personalized result.

An advantage of dividing our approach in two phases is that we can work
on both of them to either improve the predictions accuracy, or to get more
information about the elements involved in the recommendation process.

In general, our model can be seen as shown in Figure 3. We first aquire
our user’s preferences and the context in which he is placed. Then a Bayesian
network is used to determine the best characteristics of the items that can be
recommended. Last, we use a filtering algorithm to determine the best match on
the items that meet the same characteristics defined by our Bayesian network.

6 Conclusions

We presented a method based on Bayesian networks to represent and handle the
different variables that can interact and affect the user’s decision when looking for
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Fig. 3. General structure of our model.

a recommendation. We finish the recommendation process by using traditional
methos such as collaborative filtering.

While the proposed approach can be used with datasets without contextual
data, it will lose most of its benefits compared to other approaches.

The predictions about the user’s preferences given a context are done directly
over the Bayesian network. The query delivers the best options while still con-
sidering the selected values for the request. We can include as many constraints
as we want or as data we have available at the moment.

Another advantage of our approach is that we can evaluate queries that do not
necessarily involve the users’ scores. We can learn more from their interactions,
so that we can infer and even predict what they will do or buy giving the current
context (or an hyphothetical one).

Finally, another advantage of having a visual method such as a Bayesian
network as the base of the model is that it can be presented to the final user to
let him do some adjustments if he does not feel satisfied by the current state of
his model.

We also acknowledge that recommender systems are only helpers in the user’s
decision processs. Some users may want to have a more proactive role in the
process, such as Van Setten et al. [14] expose, some users like to think and
decide for themselves. For this reason we intended to give the user more control
with feedback process. This way, the user is certain that his own beliefs are really
considered and that the system covers his needs.

The work presented in this paper can be further improved and explored.
We consider this as just a first step into better understanding the relationships
between the available data inside a recommender system. Acknowledging this, we
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would like to present the following points as possible steps into further developing
this approach:

– Complete the vacation dataset - While we have some data collected from our
suveys. Our dataset can be improved by getting more users and by including
follow-up questions in order to test the evolution of our model.

– Adding more than one domain - We focused on a single domain for this
paper. This is a common approach on recommender system’s research since
some domains might not share the same preferences. Finding the preferences
and variables that can be shared might prove useful to build the models used
for the predictions.

– To further test our personalization approach, a better tracking of specific
users along an expanded time window would allow us to improve the system’s
models and feedback measures. This could also lead to conclude good para-
meters that indicate the frecuency in which the network should be relearned.
This could also mean that the base case could be altered depending on the
system’s evolution.

The future work is not necessarily limited to the subjects we mentioned. We
consider them as the natural progression from our work and some viable points
to improve our current results.

The main concern in this type of approaches is the impending need for
contextual datasets that can capture the detailed information of the interactions
between users and items. Since we are representing the interaction, we can also
evaluate the satisfaction that it meant to the user, not limiting our approach
only to the items in the dataset.
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7. Košir, A., Odic, A., Kunaver, M., Tkalcic, M., Tasic, J.F.: Database for contextual
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