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Abstract. Sentiment lexicon-based features have proved their perfor-
mance in recent work concerning sentiment analysis in Twitter. Auto-
matic constructed lexicon features seem to be enough influential to at-
tract the attention. In this paper, we propose a new metric to estimate
the word polarity score, called natural entropy (ne), in order to con-
struct a new sentiment lexicon based on Sentiment140 corpus. We derive
six features from the new lexicon and show that (ne) metric outperforms
the PMI metric which has been used for the same purpose. For evalu-
ation, we build a state-of-the-art system for sentiment analysis in short
text using a supervised classifier trained on several groups of features
including n-gram, sentiment lexicons, negation, Z score and semantic
features. This system has been one of the best systems in both tasks of
SemEval-2015: Sentiment Analysis in Twitter and Aspect-Based Senti-
ment Analysis. We investigate the impact of the lexicon-based features
extracted from existing manual and automatic constructed lexicons on
the system performance and also the impact of the proposed metric (ne).

1 Introduction

The interactive Web has changed the relation between the users and the web.
Users have become an important source of content. This content includes users’
opinions about events, products, or people. The availability of such information
has attracted growing attention from those who want to understand the opinions
and preferences of individuals which may be useful in various domains.
Sentiment Analysis (SA) has become more and more interesting since the year
2000 [1], many techniques in Natural Language Processing have been used to
understand the expressed sentiment on an entity. The basic task in sentiment
analysis is the polarity classification which determines the polarity of a given
text, i.e. whether the expressed opinion is positive, negative or neutral. This
analysis can be done at different levels of granularity: Document Level, Sentence
Level or Aspect Level.
Early work in that area includes [2] and [3] applied different methods for detect-
ing the polarity; they proposed unsupervised, semi-supervised and supervised

217 Research in Computing Science 90 (2015)pp. 217–226; rec. 2015-02-01; acc. 2015-02-27



methods. The document representation is a critical component in SA, several
publications have focused on the term weighting, others on the feature extrac-
tion and selection.
In this paper, we focus on the impact of automatic constructed lexicons on the
supervised sentiment classification in short text. Therefore, we build a new auto-
matic sentiment lexicon using new metric called natural entropy (ne) which has
recently been proposed for supervised term weighting [4], this lexicon is built
from sentiment140 corpus [5] which contains 1.6 millions automatically collected
tweets classified as positive or negative depending on the involved emoticons. Af-
ter getting this new lexicon, six features have been extracted and have replaced
the six features extracted from sentiment140 lexicon, which is built from the
same sentiment140 corpus but using PMI (pair-wise mutual information) met-
ric instead. The new (ne) lexicon features outperform those extracted from the
original PMI sentiment140 lexicon. For evaluation purpose, we use two known
data set, the first extracted from twitter, the second from restaurant reviews.
We build two state-of-the-art systems using a Logistic Regression classifier with
different types of features including word n-gram, twitter dictionary, Z score,
sentiment lexicon and semantic features, we also adapts a weighting schema for
tuning the parameters of our classifiers. These two systems are among the best
systems participating in SemEval 2015 task of Sentiment Analysis in Twitter
and Aspect-based Sentiment Analysis. We investigate the effect of sentiment
lexicon features in the two classifiers, as these features play an import role, we
have been enough motivated to propose the using of (ne) metric.
The rest of this paper is organized as follows. Section 2 outlines existing work
in sentence level sentiment analysis. Section 3 describes the data and resources
that have been used. The features we used for representing the document are
presented in Section 4. Our experiments are described in section 5, and future
work is presented in Section 6.

2 Related Work

Two main approaches for sentiment analysis can be identified. The lexicon based
approach which depends on sentiment lexicons containing positive, negative and
neutral words or expressions; the polarity is computed according to the number
of common opinionated words between the lexicons and the text. Many lexicons
have been created manually such as MPQA Subjectivity Lexicon [6] or automat-
ically such as SentiWordNet [7].
The second one is the Machine Learning approach which adapts different classi-
fiers and features. Naive Bayes, Maximum Entropy MaxEnt and Support Vector
Machines (SVM) were adapted in [5], the authors reported that SVM outper-
forms other classifiers, they tried a unigram and a bigram model in conjunction
with part-of-speech (POS) features; they noted that the unigram model outper-
forms all other models when using SVM and that POS features decrease the
results. The Authors in [8] found that n-gram with lexicon features and mi-
crobloging features are useful but POS features are not. In contrast, in [9] the
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authors reported that POS and bigrams both help. In [10] the authors proposed
the use of specific features of tweets like retweet, hashtags, link, punctuation
and exclamation marks in conjunction with features like prior polarity of words
and POS tags. Authors in [11] used the concepts extracted from DBPedia and
the adjectives from WordNet, they reported that the DBpedia concepts are use-
ful with Näıve-Bayes classifier but less useful with SVM. Many features were
used with SVM including the lexicon-based features in [12] which seem to get
the most gain in performance. Other work has also proved the importance of
lexicon-based features with logistic regression classifier [13,14].
Some sentiment lexicons are manually constructed. A label (positive, negative)
or a polarity score is assigned by human annotators. While automatically con-
structed ones assign a score indicating the association with the positive or nega-
tive sentiment, this score is computing with the aid of an annotated corpus or a
linguistic resource. These scores make us capable of ranking the terms according
to their association to the sentiment. Authors in [2] estimated the sentiment ori-
entation (SO) of the extracted phrases using the Pointwise Mutual Information
(PMI). The sentiment orientation of a phrase is computed based on its asso-
ciation with the positive reference word ”excellent” and the negative reference
word ”poor”. Authors in [15] used SO to compute the sentiment orientation of
a given word. In [16] Authors collected a set of 775,000 tweets to generate a
large word-sentiment association lexicon; a tweet was considered positive if it
has one of 32 positive hashtagged seed words, and negative if it has one of 36
negative hash-tagged seed words; the association score for a term was calculated
using SO. Authors in [12] used similar method on the sentiment140 corpus [5],
a collection of 1.6 million tweets that contains positive and negative emoticons;
the tweets are labeled positive or negative according to the emoticons.

3 Data and Resources

3.1 Training and Testing Data

We have used two data sets, the first one is extracted from Twitter which has
been provided in SemEval 2013 for subtask B of sentiment analysis in Twit-
ter [17]. The participants have been provided with training tweets annotated
positive, negative or neutral. We downloaded these tweets using the given script.
We obtained 9646 tweets, the whole training data set is used for training, the
provided development set containing 1654 tweets is used for tuning the ma-
chine learner. The test data set provided in SemEval-2015 containing about
2390 tweets [18] is used for evaluating our system.
The second data set is extracted from restaurant reviews, provided by SemEval
2015 ABSA organizers [19] where each review is composed of several sentences
and each sentence may contain several Opinion Target Expression OTE which
we want to detect their polarities. Table 1 shows the distribution of each label
in each data set.
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Table 1. Sentiment labels distribution in the training, testing and development data
sets in Twitter and Restaurant.

Data All Positive Negative Neutral

Twitter
train 9684 3640 1458 4586
dev 1654 739 340 575
test 2390 1038 365 987
Restaurant
train 1655 1198 403 53
test 845 454 346 45

3.2 Sentiment Lexicons

In this section, we describe the manual and automatic constructed sentiment
lexicons which have been used for realizing our system, and also explain the new
lexicon we have constructed using the natural entropy metric.

Manual Constructed Sentiment Lexicons:

1- MPQA Subjectivity Lexicon: MPQA (Multi-Perspective Question An-
swering) Subjectivity Lexicon is maintained by Theresa Wilson, Janyce Wiebe,
and Paul Hoffmann [6], a lexicon of over 8,000 subjectivity single-word clues,
each clue is classified as positive or negative.

2- Bing Liu Lexicon: A list of positive and negative opinion words or sentiment
words for English (around 6800 words). This list was compiled over many years
starting from this paper [20].

Automatic Constructed Sentiment Lexicons:

1- NRC Hashtag Sentiment Lexicon: NRC Hashtag Sentiment Lexicon
[16] contains tweet terms with scores, positive score indicates association with
positive sentiment, whereas negative score indicates association with negative
sentiment. It has entries for 54,129 unigrams and 316,531 bigrams; the scores
are computed using PMI over a corpus of tweets.

2- Sentiment140 Lexicon: Sentiment140 Lexicon [12] contains tweet terms
with scores, Sentiment140 has entries for 62,468 unigrams, 677,698 bigrams. the
scores are computed using PMI over sentiment140 tweet corpus .

3- SentiWordNet: SentiWordNet [7] is the result of automatically annotating
all WORDNET synsets according to their degrees of positivity, negativity, and
neutrality.
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4- Our Lexicon: PMI metric has been widely used to compute the semantic
orientation (SO) of words in order to construct the automatic lexicons. Senti-
ment140 lexicon is constructed using SO but Sentiment140 corpus is a balanced
corpus, it contains the same number of positive and negative tweets. Therefore,
SO can be rewritten as following:

SO(w) = PMI(w,+)− PMI(w,−) = log(
p(w,+)

p(w).p(+)
)− log(

p(w,−)

p(w).p(−)
)

As p(+) = p(−)=0.5 in the balanced corpus:

So(w) = 1 + log(p(+|w))− 1− log(p(−|w)) = log(a/c)

where + stands for the positive class, - stands for negative class, a is the number
of documents containing the word w in the positive class, c is the number of
documents containing the word w in the negative class. Thus, the SO is positive
if a>c else it is negative. We should note that the probability of the classes does
not affect the final SO score, therefore we propose another metric which depends
on the distribution of the word over the classes which seems more relevant in
the balanced corpus. We constructed a lexicon from sentiment140 corpus [5] a
collection of 1.6 million tweets that contain positive and negative emoticons, we
calculated Natural Entropy score for each term in this manner:

ne(w) = 1− (−(p(+|w).log(p(+|w))− p(−|w).log(p(−|w)))) (1)

where p(+| w): The probability of the positive class given the word w, p(−| w):
The probability of the negative class given the word w. The more uneven the
distribution of documents where a term occurs, the larger the Natural Entropy
(ne) of this term is. Thus, the entropy of the term can express the uncertainty
of the classes given the term. One minus this degree of uncertainty boosts the
terms that unevenly distributed between the two classes [4]. ne score is always
between 0 and 1, and it assigns a high score for the words unevenly distributed
over the classes, but it cannot discriminate the positive words from the negative
ones. therefore, we have used the a and c for discriminating the positive words
from the negative ones; if a>c then the word is considered positive else it is
considered negative.

3.3 Twitter dictionary

We constructed a dictionary for the abbreviations and the slang words used
in Twitter in order to overcome the ambiguity of these terms. This dictionary
maps certain twitter expressions and emotion icons to their meaning or their
corresponding sentiment (e.g. gr8 replaced by great, :) replaced by very-happy).

4 Feature Extraction

Text representation for sentiment analysis can be enriched by many types of
features. Adding syntactic and semantic features may result in important im-
provement on the system performance. In this section, we present several groups
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of features which have proved their performance in many experiments in Se-
mEval 2015.
Word n-grams
unigram and bigram are extracted for each word in text without any stemming
or stop-word removing, all terms with occurrence less than 3 are removed from
the feature space.
Negation features
The rule-based algorithm presented in Christopher Potts’ Sentiment Symposium
Tutorial is implemented. This algorithm appends a negation suffix to all words
that appear within a negation scope which is determined by a negation key and
a punctuation. All these words have been added to the feature space.
Twitter Dictionary
All terms presented in the text and in the twitter dictionary (presented in 3.3)
are mapped to their corresponding terms in the dictionary and added to the
feature space.
Sentiment Lexicons
The system extracts four features from the manual constructed lexicons and
six features from the automatic ones. For each sentence the number of positive
words, the number of negative ones, the number of positive words divided by
the number of negative ones and the polarity of the last word are extracted from
manual constructed lexicons. In addition to the sum of the positive scores and
the sum of the negative scores from the automatic constructed lexicons.
Z Score
Z score can distinguish the importance of each term in each class, their perfor-
mances have been proved in [21]. We assume as in the mentioned work that the
term frequencies are following a multi-nomial distribution. Thus, Z score can be
seen as a standardization of the term frequency using multi-nomial distribution.
We compute the Z score for each term ti in a class Cj (tij) by calculating its term
relative frequency tfrij in a particular class Cj , as well as the mean (meani)
which is the term probability over the whole corpus multiplied by the number of
terms in the class Cj , and standard deviation (sdi) of term ti according to the
underlying corpus. Like in [11] we tested different thresholds for choosing the
words which have higher Z score.

Zscore(ti) =
tfrij −meani

sdi
(2)

Thus, we added the number of words having Z score higher than the threshold
in each class positive,negative and neutral, the two classes which have the max-
imum number and minimum number of words having Z score higher than the
threshold. These 5 features have been added to the feature space.
Semantic Features
The semantic representation of a text may bring some important hidden informa-
tion, which may result in a better text representation and a better classification
system.
-Brown dictionary features Each word in the text is mapped to its cluster in
Brown, 1000 features are added to feature space where each feature represents
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the number of words in the text mapped to each cluster. The 1000 clusters is
provided in Twitter Word Clusters of CMU ARK group. 1000 clusters were con-
structed from approximately 56 million tweets.
-Topic Features Latent dirichlet association or topic modeling is used to ex-
tract 10 features. Lda-c is configured with 10 topics and the training data is used
for training the model, then for each sentence in the test set, the trained model
estimates the number of words assigned to each topic.
-Semantic Role Labeling Features Authors in [22] encode semantic role la-
beling features in SVM classifier. Our system also extract two types of features,
the names: the whole term which represents an argument of the predicate and
the tags: the type of each argument in the text (A0 represents the subject of
predicate, A1 the object, AM-TMP the time, AM-ADV the situation, AM-loc
the location). These encodings are defined by the tool which we used (Senna).
We think that the predicate arguments can constitute a multi-word expression
which may be helpful in Sentiment Classification.

5 Experiments

5.1 Experiment Setup

We used L1-regularized Logistic regression classifier implemented in LibLinear
[23], this classifier has given good results in recent work [24] [14]. We learned
two classifiers one from twitter data set using all features of Section 4 with
the three polarities (positive, negative, and neutral) as labels and the second
from restaurant review data set using only the following features (word n-gram,
negation, lexicon-based, Z score, Brown cluster). A weighting schema is adapted
for each class, we use the weighting option −wi which enables a use of different
cost parameter C for different classes. Since the training data is unbalanced,
this weighting schema adjusts the probability of each label. Thus, we tuned
the classifier in adjusting the cost parameter C of Logistic Regression, weight
wpos of positive class and weight Wneg of negative class. We used the twitter
development set and 10% from the training data of restaurants for tuning the
three parameters, all combinations of C in range 0.1 to to 4 by step 0.1, wpos

in range 1 to 8 by step 0.1, wneg in range 1 to 8 by step 0.1 are tested. The
combination C=0.2, wpos=5.2, wneg=4.2 has given the best F1 score on the
development set of Twitter data set and the combination C=0.3, wpos=1.2,
wneg=1.9 has been chosen for Restaurant set.

5.2 Results

The evaluation score used for twitter data set is the averaged F1-score of the
positive and negative classes as proposed by the task organizers [17] but the
averaged F1-score of all classes for restaurant review. Table 2 shows the results
of our experiments after removing one lexicon features at a time for the two test
sets besides to the experiment which evaluates the effect of using our sentiment
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lexicon which based on (ne) metric instead of sentiment140 lexicon which based
on PMI metric. Note that using the lexicon features provides a gain of 3.31%,
4.50% for the twitter and restaurant test sets respectively. The manual lexicon
features provide a gain of 0.98%, 0.47%, the automatic lexicon ones provide
1.13%, 1.06% which seem to be more influential than the manual ones. The
results after removing each lexicon features shown in tabel 2. Note that some
lexicon features decrease the performance in restaurant review such as Big-Liu,
sentiment 140 and SentiwordNet but all lexicon features are influential in twitter
set, the MPQA and SentiwordNet are the less influential. The last line of table
2 shows the results after removing the sentiment140 lexicon features but adding
our lexicon features instead. Our features improve the performance by 0.62%,
0.48% on the two data set. This extrinsic evaluation is an indicator that using
(ne) metric can be more efficient than using PMI for building a sentiment lexicon.

Table 2. The F-scores obtained on the Twitter and Restaurant test sets, Allfea-
tures run exploits all proposed features (see 5.1), all-lexicons run removes the lexi-
cons features from the first run (the whole feature space), all-automatic run removes
the automatic lexicon features, all-manual, all-MPQA, all-BingLiu, NRC-Hashtag, all-
Sentiment140, all-SentiWordNet remove the manual lexicons, MPQA lexicon, Big LIU,
NRC Sentiment140, and SentiWordNet respectively from the whole feature space, the
last run removes the features extracted from Sentiment140 but adds those extracted
from our new lexicon instead.

Tweet Test Rest Test

Allfeatures 64.27 75.50
all-lexicons 60.96 71.00
all-automatic 63.14 74.44
all-manual 63.29 75.03
all-MPQA 64.11 75.27
all-Bing Liu 63.69 76.33
all-NRC Hashtag 63.90 74.67
all-Sentiment140 63.91 75.62
all-SentiWordNet 64.08 75.60
all-Sentiment140+Our lexicon 64.89 75.98

6 Conclusion and future work

We built two state-of-the-art classifiers for sentiment analysis in short text.
One for Twitter data and other for restaurant reviews. We study the impact
of lexicon-based features on the performance. We also constructed our own sen-
timent lexicon using new metric called natural entropy (ne) which boosts the
terms that unevenly distributed among the classes. This new lexicon features
seem to improve the results more than the features extracted from the same
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lexicon but using PMI metric.
As the sentiment lexicon-based features have proved their performance, future
work will focus on the automatic lexicon construction on testing several met-
rics like Z score and KL-Divergence which we think promising in measuring the
association between terms and sentiment labels.
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