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Editorial

Education and Avrtificial Intelligence have been combined to create a new area with its
own fields of knowledge and technology application. This area involve working with
diverse fields of expertize like pedagogy, machine learning, and now psychology.
Traditional Intelligent Tutoring Systems (ITS) are capable to regulate student's
learning on several levels. The potential value of this technology is obvious but they
leave out important and modern issues of today’s learning process like a wide variety
of learning settings, such as outside-of-school locations and outdoor environments.
From this perspective, Intelligent Learning Environments give a support which
combines the features of traditional ITS with modern and virtual learning
environments.

In this volume we present seven research works in some of the most interesting
fields of intelligent learning systems.

The papers were carefully chosen by the editorial board on the basis of three
reviews by the members of the reviewing committee. The reviewers took into account
the originality, scientific contribution to the field, soundness and technical quality of
the papers.

We appreciate the work done by members of Mexican Society for Artificial
Intelligence (Sociedad Mexicana de Inteligencia Artificial) and Instituto de
Investigaciones Eléctricas (I1E) for their support during preparation of this volume.

Ramon Zatarain Cabada
Maria Lucia Barrén Estrada

Maria Yasmin Hernandez Pérez

October 2015
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Sequencing of Learning Objects based on SCORM
Using cmi Elements and JavaScript
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Abstract. In this research work a method for sequencing learning objects based
on the SCORM standard using cmi tracking elements from this standard and
javascript programming language, is presented. Advanced sequencing rules,
dependent on student performance are achieved with SCORM 1.2, surpassing
the present capabilities of learning objects in learning management systems. An
analysis of a case study is also presented, showing that the configured code
works correctly.

Keywords: SCORM, Moodle, cmi, learning object, LO, Captivate, JavaScript,
sequencing, SCO, Multi SCORM, LMS, ADL, Reload Editor, on-line course.

1 Introduction

At present, more and more educational institutions have increased their attendance
capacity, thanks to on-line education, that allows a student to carry out his/her school
activities from any place with a computer connected to Internet, at any time. When
choosing self-education, in most cases, on-line education requires Learning Objects
(LO) with a proper pedagogical support, and attractiveness to students. Additionally,
it is of great importance that the teaching material be adaptable to each student, based
on his/her interactions in a specific activity of the teaching material. In other words,
the learning process will be improved when using an LO that is really a challenge for
the student. In this research work, a method for sequencing LOs based on
“JavaScript” programming language, is presented, including the cmi tracking
elements of SCORM standard (Shareable Content Object Reference Model, version
1.2), Captivate authoring tool from Adobe and the Learning Management System
(LMS) Moodle (version 1.9.+) [4].

This paper is organized as follow: Section 2 provides related work on Shareable
Content Object (SCO) sequencing and an application of pedagogical tools to an on-
line course for e-learning. Section 3 presents the LO, SCORM standard, cmi and their
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capabilities in Moodle. Section 4 covers the capture of tracking elements in the
LMS’s LO. Section 5 presents how to get the cmi values using javascript. Section 6
presents the resulting performance evaluation of code. Finally Section 7 and 8 cover
the future work and conclusion for this research.

2 Related Work

In Garcia-Hernandez et al. authors explain in detail the way to achieve configuration
of SCORM activities [5], involving sub-activities or several Shared Content Objects
(SCO as named in SCORM standard, or learning objects containing teaching
materials), following the guidelines proposed by ADL with Template 10 and
Educative Model 3, and using Reload Editor software. Two forms of achieving sub-
activities sequencing of a SCORM activity are described: applying learning objectives
mapping for each activity (with the authoring tool) and setting ADL objectives with
Reload in order to evaluate them, using shared global objectives and cumulative sub-
activities (roll out). In Anbar et al. [6] authors explain an application of pedagogical
tools to an on-line course for e-learning, including an example of a course
specification showing an activity, an example of a script for an activity, and a course
development model.

3 LO, SCORM Standard, cmi and their Capabilities in Moodle

An LO is a teaching block configured with different multimedia elements (text, audio,
images, animations, videos, etc.), aimed to motivate the learning process in a specific
subject. Advanced Distributed Learning (ADL), a U.S.A. organization, is in charge of
updating and publishing the SCORM Standard, the most recent version being the
“2004 Fourth Edition”. SCORM is a standard that indicates how to develop teaching
material (LO), for on-line learning (e-Learning) [2].

CAUsers\Miguef\Desktop\CONSTANCIAZ\scormdriver s - Notepad ++ -
dtar Buscar Vista Codificacén Lenguaje Confl n Maco Eecutr Plugns Ventana !
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| scomdtver js £
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) iblnR ORY 1Ini

.ESSON_STATUS |
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Debug ( ) ;InitializeExecuted(false,
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ode ()==MODE_REVIEW) {(if(!(t

strExitType,blnsSta
SUSPEND&

NDALL NAVREQ) (W

:ntName () (Write
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“hunk () (WriteTo

¥yl

) :SCORM2004 ClearErrorInfo

Fig.1. cmi elements of an LO.
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Development of an LO based on SCORM is carried out with an authoring tool
(Captivate, for this case study). Captivate is for editing text, inserting images, videos,
animations, etc., and once the configuration of an LO is finished, it is published
("Save As" .zip extension file), in order to install it in LMS platforms. When
publishing an LO, several code files are generated, that allow communication between
an LO and an LMS platform. When using Captivate, a file called “scormdriver.js” is
generated (among other files), which contains all the tracking elements or cmi
elements of the LO. In figure 1, some cmi elements are shown.

& Rule Condition
< Rule Action
< Rollup Rules
= © Objectives SCO1
-pre_examen
RSN 5CO1 pre &

ndl_!’ BUbSE PostCondition Rules | ExitCondition Rules | Rollup Rules | Control Mode | Objectives | Item Properties

< Minirmum 1Y |

Rule: |Skip me v | if |all % | of the *conditions selected below are true.

< Map Infor
ADL Objectives
-0 scoz 5
w0 sco3 referenced objective is satisfied | Referenced Objective:
- y *Nate: IF & rule For an activity does nat explicitly
[ SCO4-post_examen *Conditions: - arile for an activity plic

- < Sequencing
(#-E5] Resources

referenced objective is NOT satisfied
vaf.

aferancad nhiartiuale chabie ic bnomn

&

SCO1pre_examen Measure Threshold (For measure-based condition evaluations): | | *Hate; Measure Threshold must be in range [-1, 1]
AddRule | (Click to add the above rule.)  Sequencing Rules applied to the selected item or aggregation are displayed in the table below.
| Rule Conditions
RN Disable me if all of the I have been attempted Referenced Objective: MeasureThreshald: e
Identifier following condtions are Calif_Pre 1 Add Delete
Referenced element true. S Condition Rule
Is Visible
Parameters Hide me from choice if all | have been attempted Referenced Objective: MeasureThreshold: o
| | of the following condtions Calit_Pre 1 Add Delete
are true. - Condition Rule
v
Skip me if all of the | have been attempted Referenced Objective: MeasureThreshold: oo
following conditions are Calif_Pre 1 Add Delete
true. Condition Rule
v

Fig.2. Configuration of advanced sequencing rules with ReLoad Editor is presented.

An LMS is a software system that carries out several activities required in an on-
line school (user enrollment, activities, exams, internet links, students follow-up,
grade book, etc.).One of the most relevant activities for the learning process, is the
LO. However, at present most LMS (including Moodle) do not work correctly with an
LO based on SCORM 2004, since they only support version 1.2 (previous to version
2004). Hence, this presents a great inconvenience for the learning process, because
SCORM 2004s capabilities [1, 3] allow presenting LOs with more than one activity
or Multi SCORM (M-SCO), according to this standard. They also allow presenting it
in an organized way that depends on objectives evaluation, completeness state,
progress percentage and LO revision time. Hence, achieving advanced sequencing
rules with SCORM 1.2 is the goal of this work.

In figure 2, a screenshot of the configuration process of advanced sequencing rules
(SCORM 2004) with ReLoad Editor software (from ADL), is presented.

When loading the M-SCO sequence, the Moodle LMS established rules are
skipped and the user will have access to all LO’s of the M-SCO, this presents a big
problem if an LO is an assessment, because students may review any questions and
then check other LOs to get the answer. This is due to the LMS platform supporting
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only SCORM version 1.2 and not having the necessary cmi elements to restrict the
LOs of the M-SCO. How to sequence an M-SCO by means of the Reload Editor is
detailed in [5].

4 Capture of tracking elements in the LMS"s LO

In order to obtain an advanced sequencing of the LOs in an M-SCO with SCORM
version 1.2, it is proposed to use the cmi elements of each LO, with it a set of rules
within an M-SCO which would be configured portable (being inside the .zip file or
LO) and independent of each LMS platform, plus no modification of LMS would be
required (with the installation of a system), since the M-SCO contains the necessary
sequencing rules.

As mentioned above, the cmi elements are located in the scormdriver.js document,
however to access them, it is necessary to call the function that contains them. For
example, in scormdriver.js the "GetStudentName ()" function contains the element
"cmi.learner_name". Figure 3 shows this function.
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i atr +striookmark) ;SCCRM2004 ClearErrorlnfo() ;return SCORMA0D4 Calll
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function SCORMA004 SetDataChunk (strDatz) {WriteTalebun('Tn

Fig.3. Function with which the student's name is obtained.

With the function mentioned, the student's name is obtained from the LMS, this
variable could now be use (if necessary) in some LO, for example if required to grant
a certificate to a user successfully passing a course. The "cmi.core.score.raw ()"
function gets the user qualification obtained in any assessment.

5 How to Get the cmi Values Using Javascript

Authoring tools (Captivate in our case) have the option of adding a block of
JavaScript code in a particular "slide". The inclusion of this type of code with the
authoring tool Captivate can be appreciated in Figure 4.
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2| ®| 9 & Yo TID
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O oascsmra [(Orden de abulaciGn..| [Accosbidad...
Nombre:|
Bienvenido al curso de prueba: ~ $$studentName$$ [
cml.core.student_name \' —
v accm
Aqui evalua JavaScript Al entrar:| Ejecutar Javascipt v
desarrollar u Ventana_script | [+]
Thancton(( — —
var Estudantehombre="; Al salir:[ Sin accidn Bl
# (tyoeof widow.Getstudentiiame==="undefined)
EstudianteNombre="No s encontro el nombre’; P00

EstudianteNombre=GetStudentName();
F(EstudanteNiombre==")

EstudanteNombre="No se encontro el nombre’;
}

< }

f (typeof window.cp==="undefined’)

var objCp=document. getElementByld( Captivate');
#(0biCp 84 obiCp.coEISetVaie)

0b)Cp. coEISetVakie('m_VarHandle.studentName',

Fig.4. Adding JavaScript in Captivate.

The function providing the cmi values is shown in the following code block:
(function(){

varEstudianteNombre=";
if (typeofwindow.GetStudentName==="undefined') {
EstudianteNombre='No se encontro el nombre';

}
else {
EstudianteNombre=GetStudentName();
if(EstudianteNombre=="){
EstudianteNombre='No se encontro el nombre';}
}

if (typeofwindow.cp==="undefined') {
varobjCp=document.getElementByld('Captivate');
if(objCp&&objCp.cpElSetValue) {
objCp.cpElSetValue('m_VarHandle.studentName', EstudianteNombre);}

}
else {
if(cp.vm && cp.vm.setVariableValue){
cp.vm.setVariableValue('studentName', EstudianteNombre); }
}

0
The line “EstudianteNombre=GetStudentName(), " is divided in two parts:

—  GetStudentName(): It is the most important line within the code as it allows us
to access the functions contained in the cmi elements, this function is changing
as we can get different cmi values.
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—  EstudianteNombre: It is a variable which is assigned the value obtained by
the above function.

A complete list of cmi elements used in the SCORM standard is to be found in [2].

6 Results: Performance Evaluation of the Code

To verify the correct operation of the above code, by way of example an LO was
developed in Captivate and mounted in the Moodle LMS of the Virtual Graduate
Center of the Institute of Electrical Research (CPV-IIE).

CPV-TIE b SPT-P » SCORMs b jhdgihff

r. INSTITUTO DE INVESTIGACIONES
ELECTRICAS

Obtencion de valores mediante elemtos cmi

<7

Bienvenido al curso de prueba: Sanchez Brito, Miguel
cmi.core.student_name

Aqui evaluaremos algunos elementos cmi de SCORM para pode
desarrollar una metodologia de secuenciamiento basada en ellos.

. [ o |

Fig.5. Getting the name from the LMS platform.

Using "GetStudentName ()" we get the name of the user of the LMS platform, in
Figure 5 we can see that the function performs its task properly.

One of the most important aspects for decision-making in any learning system is
the score on any assessment. Because of that a test assessment which consists of only
three questions was developed. Using "cmi.core.score.raw ()" we access the grade
obtained by the user, and with the following line of code we developed a restriction
for access to the next LO within the M-SCO:

if(EstudianteCalif>60)
{

window.open("Alerta.html","_self");

}

The logic in the test is as follows:
If the user has two or more correct answers (it is equivalent to having a share of
about 66% satisfaction, as there are 3 questions equivalent to 100%), the rule set for
this example will launch a message warning the user he/she will be directed to new
material.
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Figure 6 shows the rule determined works correctly.

Lasumade2+2=5 Lasumade3+3=6
A Verdaders » A) Verdader
» B) Fabo ® falo
== = @

e de la pigina 200011161

Aceptar

Lasumaded+2=7

A Verdadero
» B Fako

Fig.6. Assessment score detection by means of cmi elements.

Figure 7 shows the location of the file "Alerta.html" within the M-SCO, which
contains the code above.

Qrganizar v € Abrir v Compartir con ~ Imprimir Grabar MNueva carpeta

#

¢ Favoritos Nombre Fecha de modifica.. Tipe Tamafio
& Descargas 2] adlep_rootl p2asd . XML Schema File 5KB
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i@ SloyDrive i | captivate.css nento de ho... 1KB
,ﬂ ims_xml.xsd r Schema File 2KB
7 Biblictecas 2] imscp_rootvipl p2xsd . XML Schema File 15KB
= Documentos (2] imsmanifest.xml nento XML 2KB
] Imégenes 8] imsmd_rootvlp2plaxsd . XML Schema File 3K8
rJT Musica |2 metadataxml . cumento XML 6 KB
B videos 2] PWILELS htm . Documente HTML 2K8
"% PWILELS.swf . Shockwave Flash ... 902 KB
1% Equipo SCORM_utilities,js o de secuen.. 23KB
g, Disco local (C:) scormdriver.js chivo de secuen... 255 KB
a Disco local (D:) |&] ScormEnginePackageProperties.xsd . XML Schema File 14 KB
a Compartidos (G:) standard,js hivo de secuen... 10 KB

>
Utilities js

. Archivo de secuen... 1ke

Fig.7. Location of JavaScript code to execute actions based on cmi elements of the SCORM
standard.
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With the latter, the use of the cmi elements for sequencing [6, 7] of the training
material according to the performance of each student is demonstrated, thus being
able to develop an advanced sequencing of (reusable) learning objects that meet the
SCORM standard.

7 Conclusions

In the present research work a way to leverage the cmi elements of a learning object
was exhibited in order to use it in any tutoring system. The tests presented here are
evidence of the proper functioning of the code developed.

It is now possible to sequence learning objects in an advanced way and display
them in an LMS, based on the SCORM standard for e-learning. This brings us one
step closer to automating online courses delivered through an LMS, where the
advanced sequencing is the last step of the intelligent tutoring.

8 Future Work

As future work we propose to develop an M-SCO containing several LOs and develop
an intelligent system based on cmi and JavaScript elements, the latter would be very
useful since it is practically a portable intelligent system when in the M-SCO with the
capability of complying with the SCORM standard.
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Abstract. The great amount of educational resources available on educational
repositories enriches the learning process. However, it raises a new challenge:
the need to provide support to the location of those resources that meet the needs,
goals and preferences of each student. The location of useful educational
resources to support the learning process is addressed by using recommender
systems. Recommender systems are a tool to help student find information
quickly and recommend new items of interest to the active student based on their
preferences. In this paper, we propose a generic architecture for developing
educational recommender systems independent of the type of recommendation
generated. Also, we identify main features of an educational recommender
system. These features are important components to achieve the objectives that
have educational recommender systems in order to provide accurate information
to students according to their preferences, user profile and learning objectives.

Keywords: Recommender systems, educational applications, collaborative
filtering.

1 Introduction

Recommender systems are software tools and techniques providing suggestions for
items to be of use to a user [1]. This kind of systems helps people to find items that the
user is not aware, but that maybe of their interest. A recommender system assists in
advertising tasks by automatically selecting the most appropriate items for each user
according to his/her personal interests and preferences. Nowadays, many companies
and Web sites implement recommender systems to study the preferences of users and
adapt their products / information / services more appropriately to such interests in
order to improve their results. In recent years, the interests in developing recommender
systems has increased dramatically and have been proposed for different areas of
knowledge as e-commerce, medicine, tourism, entertainment, education. In education,
a recommender system imposes specific requirements and can take advantage of
various types of knowledge in the referral process. For example, a recommender system
can obtain the cognitive state of the student, which changes over time, and to carry out
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suggestions to change it. This would increase the level of customization in the long
term. Another example, a recommender system can take advantage of a simple
pedagogical rule as 'make difficult tasks easier ' or 'gradually reduce the amount of
orientation'. Learning pathways and routes may represent sequences designed by
professors from positive experiences in the classroom, or may correspond to the
behavior of advanced students.

Recommender systems can be classified into five different categories depending on
the technique employed to predict the utility of the items for the user, i.e., according to
the recommendation technique [2]: (1) content-based recommender systems,
(2) collaborative filtering recommender systems, (3) demographic recommender
systems, (4) knowledge-based recommender systems, (5) hybrid recommender
systems.

The implementation of techniques for the development of recommender systems is
closely related to the type of information that will be used. A first source of information
to keep in mind is the kind of elements that the system works. There are situations in
which only an identifier of each element is known. For instance, in the case of the
recommendation of educational resources, the title of the resource or resource content,
the year in which the resource was developed, resource type, the author among other
attributes are only known. This paper is organized as follows: Section 2 describes a
review of previous related works. Section 3 presents the architectural design for
educational recommender systems. The main features of Educational Recommender
Systems are discussed in Section 4. Finally, future work and conclusions are presented
in Section 5.

2 State of the Art

In the educational context, different recommender systems have been proposed in
literature. A recommendation module of a programming tutoring system called Protus
was developed in [3]. This module can be automatically adapted to the interests and
knowledge levels of learners. Protus can recognize different patterns of learning style
and learners’ habits through testing the learning styles of learners and mining. Firstly,
Protus processes the clusters based on different learning styles. Next, Protus analyzes
the habits and the interests of the learners through mining the frequent sequences by the
AprioriAll algorithm. Finally, Protus completes personalized recommendation of the
learning content according to the ratings of these frequent sequences.

In [4] an educational collaborative filtering recommender agent was developed, with
an integrated learning style finder. The agent produces two types of recommendations:
suggestions and shortcuts for learning materials and learning tools, helping the learner
to better navigate through educational resources.

A book recommendation system called PBRecS was developed in [5]. PBRecS is
based on social interactions and personal interests to suggest books appealing to users.
PBRecS relies on the friendships established on a social networking site, such as
LibraryThing, to generate more personalized suggestions by including in the
recommendations solely books that belong to a user’s friends who share common
interests with the user, in addition to apply word-correlation factors for partially
matching book tags to disclose books similar in contents.
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A new material recommender system framework based on sequential pattern mining
and multidimensional attribute-based collaborative filtering (CF) was proposed in [6].
In the sequential pattern based approach, modified Apriori and PrefixSpan algorithms
were implemented to discover latent patterns in accessing materials and use them for
recommendation. Leaner Preference Tree (LPT) is introduced to take into account
multidimensional-attribute of materials, and learners’ rating and model dynamic and
multi-preference of learners in the multidimensional attribute-based CF approach.

An online personalized English learning recommender system capable of providing
ESL students with reading lessons that suit their different interests and therefore
increase the motivation to learn was developed in [7]. The recommender system, using
content-based analysis, collaborative filtering, and data mining techniques, analyzes
real students’ reading data and generates recommender scores, based on which to help
select appropriate lessons for respective students. Its performance having been tracked
over a period of one year, this recommender system has proved to be very useful in
heightening ESL learners’ motivation and interest in reading.

In [8], a personalized auxiliary material recommendation system was proposed based
on the degree of difficulty of the auxiliary materials, individual learning styles, and the
specific course topics. The proposal is based on several studies in which the effects of
using Facebook were investigated in various aspects of education and a learning
platform was used for the exchange of auxiliary materials.

A new multi agent learning system, called ISABEL was proposed in [9]. ISABEL
provides each student, which is using a specific device, with a device agent able to
autonomously monitor the student’s behavior when accessing e-learning Web sites.
Each site is associated, in its turn, with a teacher agent. When a student visits an e-
learning site, the teacher agent collaborates with some tutor agents associated with the
student, to provide him with useful recommendations.

An automatic personalization approach aiming to provide online automatic
recommendations for active learners without requiring their explicit feedback was
described in [10]. Recommended learning resources were computed based on the
current learner’s recent navigation history, as well as exploiting similarities and
dissimilarities among learners’ preferences and educational content. The proposed
framework for building automatic recommendations in e-learning platforms is
composed of two modules: (1) an off-line module which preprocesses data to build
learner and content models, and (2) an online module which uses these models on-the-
fly to recognize the students’ needs and goals, and predict a recommendation list.

A personalized recommender system that used web mining techniques for
recommending a student which (next) links to visit within an adaptable educational
hypermedia system was described in [11]. A specific mining tool and a recommender
engine were integrated in the AHA! system in order to help the teacher to carry out the
whole web mining process.

In [12], a system that allows lecturers to define their best teaching strategies to be
used in the context of a specific class is presented. The context is defined by: the
specific characteristics of the subject being treated, the specific objectives that are
expected to be achieved in the classroom session, the profile of the students on the
course, the dominant characteristics of the teacher, and the classroom environment for
each session, among others.
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The system presented is the Recommendation System of Pedagogical Patterns
(RSPP). A hybrid recommender system for learning materials based on their attributes
to improve the accuracy and quality of recommendation was proposed in [13]. The
system has two main modules: 1) explicit attribute-based recommender and 2) implicit
attribute-based recommender. In the first module, weights of implicit or latent attributes
of materials for learner are considered as chromosomes in a genetic algorithm then this
algorithm optimizes the weights according to historical rating. Then, recommendation
is generated by Nearest Neighborhood Algorithm (NNA) by using the optimized weight
vectors implicit attributes that represent the opinions of learners. In the second module,
preference matrix (PM) is introduced that can model the interests of learner based on
explicit attributes of learning materials in a multidimensional information model. Then,
a new similarity measure between PMs is introduced and recommendations are
generated by NNA.

DELPHOS, a framework to assist users in the search for learning objects in
repositories and which shows an example of application in engineering was proposed
in [14]. LORs can be used in engineering not only for learning and training students,
instructors and professionals but also for sharing knowledge about engineering
problems and projects. The proposed approach is based on a weighted hybrid
recommender that uses different filtering or recommendation criteria. The values of
these weights can be assigned by the user him/herself or can be automatically calculated
by DELPHOS in an adaptive and dynamic way.

In [15] a work-in-progress is presented with the aim of developing recommender
system for personalization of activities in e-learning 2.0 environments. The main
components of the proposed system are activity, student and group models, and
recommender module. Activity model will be used for learning design representation
and will include items that could be recommended to students: e-learning activities,
possible collaborators, tools, and advices. To provide recommendations tailored to the
student's and group's characteristics, an important component of the system will include
student and group models. The recommender module, as third component of the
system, will include original pedagogical rules together with the algorithms that adapt
known recommendations techniques to the educational context.

Finally, E-learning resource recommendation was presented in [16], the project uses
attribute of resources and learners and the sequential patterns of the learner's accessed
resource in recommendation process. Learner Tree (LT) is introduced to take into
account explicit multi-attribute of resources, time-variant multi-preference of learner
and learners' rating matrix simultaneously. Implicit attributes are introduced and
discovered using matrix factorization. BIDE algorithm also is used to discover
sequential patterns of resource accessing for improving the recommendation quality.

In order to analyze more precisely the works described earlier, we present in table 1
a comparative analysis which summarizes relevant contributions of these related works.

These initiatives suffer from several drawbacks, such as: (a) Some works are based
on the use of learning object as items to be recommended; (b) the multi-domain works
use only one algorithm for the all domains; (c) these works are based only in the users
rating for generating the recommendations. These deficiencies can be improved by: (a)
a recommendation systems that implements a specified metric for each data type,
utilizing the user and item information; (b) a system that automatically generates this
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kind of recommendation systems in an easy way providing a set of friendly user

interfaces.

Table 1. Comparative analysis of proposals for educational recommender systems.

Recom
Research Work =ity Objective Algorithm TEIET
type System
Type
A personalized Unknown  Provide ESL students with reading =~ Clustering Hybrid
English learning lessons that suit their different  Association rules
recommender interests and therefore increase the  algorithm
system [8] motivation to learn.
Protus [3] Learning = Estimate automatic = AprioriAll Collabora
objects recommendations to an active = Collaborative tive
learner based on learning styleand fjjtering filtering
learning sequence.
Personalized Learning  Propose a new  material Sequential pattern = Hybrid
recommendation objects recommender system framework = mining
of learning and relevant recommendation  Apriori and
material [6] algorithms for e-learning  prefixSpan
environments. Nearest
neighborhood
Hybrid attribute Resourc Propose a hybrid recommender Nearest Hybrid
based e system for learning materials neighborhood
recommender based on their attributes to | preference
system for improve the accuracy and quality matrix
learning material of recommendation. Genetic
13 .
[13] Algorithm
DELPHOS [14] Learning  Assist users in the search for = Unknown Hybrid
objects learning objects in repositories
and which shows an example of
application in engineering
Anhybrid systemof = Unknown ' Present a system that allows @ Singular value | Hybrid
pedagogical lecturers to define their best decomposition
pattern teaching strategies for use in the = Nearest
recommendations context of a specific class. neighborhood
[12]
Application of Resource = Propose a new  resource —Kk-means Collabora
implicit and recommender system framework  Bj-Directional tive
explicit attribute for e-learning based on implicit = Extension based = filtering
for learning and explicit collaborative filtering frequent  closed
resource and sequential. sequence mining
recommendation
[16]
U-Learn [4] Learning  Help learners to accomplish their = Unknown Collabora
objects goals, offers suggestions of tive
educational bibliographic filtering

materials and tools through a
recommender agent based on
learning style.
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3 Architecture of Educational Recommender Systems

In this section, we present a generic architecture for developing educational
recommender systems. The architecture has a layered design in order to organize its
components. This layered design allows scalability and easy maintenance because its
tasks and responsibilities are distributed. The architecture of educational recommender
systems is shown in Fig. 1. Each layer has a function explained as follows:

Presentation layer: This layer shows the end-user interface, allowing
communication between the user and the systems. This layer is implemented by using
HTMLS5, Java Script, and Cascading Style Sheets Level 3 (CSS3) for presenting
information and allowing users to interact easily with the educational recommender
systems.

Graphical User Interface

- _ =
i Y _9
| HTMLS | (Javasciot | | €ss3 | g 5
_ Java Script _ EE
Task Man 5
ager g
4 C

" Recommendation Algorithms

| Weka APT | Jeolibri API| | Mahout API |

Services
layer

|

‘ Data Extractor ' ‘

| SQL Generator | | NonSQL

Data access
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15
8 9778 g

Sodial Networks _Web Learning Object Repository LirﬁcE Data |

Drata
layer

Fig. Educational Recommender Systems Architecture.

Services layer: This layer provides a set of APIs such as: 1) Weka which is a
collection of machine learning algorithms for data mining tasks, 2) JColibri it is a java
framework for building Case-based Reasoning (CBR) systems, and 3) Mahout API it
is a library useful to build an environment for quickly creating scalable performant
machine learning applications. These allow the generation of recommendations of
educational resources. This layer has the recommendation algorithm that contains the
metrics and algorithms for the generation of recommendations. The selection of the
similarity metric is based over an analysis of several available metrics that are useful
according to the data type.

Data access layer: A data extractor is located in this layer which maintains the data
persistence, this layer is responsible of the proper execution of tasks such as insert,
update, delete and query operations within educational recommender system’s
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architecture. These tasks are encapsulated in this layer in order to provide security to
the upper layers and avoid shortcuts on the data extractor.

Data layer: This layer stores information about the metadata educational resource
provided by the educational recommender systems (video, books, and images, among
others). Moreover this Data layer contains the different sources of information where
educational resources may be located. As sources of information about educational
resources for an educational recommender system, we can consider Social Networks as
YouTube for video playing; SlideShare and Scribd to download slideshows, Picasa to
visualize images. Other sources of information can be Learning Object Repositories.
Some examples of these repositories are: MERLOT (Multimedia Educational Resource
for Learning and Online Teaching), CAREO (Campus Alberta Repository of
Educational Objects), SMETE (Science, Mathematics, Engineering and Technology
Education) and others. At last, Linked Data can be considered where DBpedia is the
main source of information for educational resources.

In this architecture, each component has a function which is explained as follows:

Graphical User Interface Component: This component represents the Graphical
User Interface (GUI) which is responsible of handling the interaction between the user
and recommender system. It is also a manager that captures user events, handles the
task of validating all input data of the user. This component is responsible of handling
user requests using the HTTP-based protocol.

Recommendation Algorithms Component: This component is responsible for the
configuration of the algorithm implemented in the generated system. This component
employs the WEKA API, JColibry API and Mahout API; it also includes several
metrics for the calculation of similarity such as Pearson correlation, cosine measure and
Euclidean distance.

Data extractor component: This component is responsible of retrieving all the
information necessary for generating recommendation systems and its databases using
SQL and NonSQL queries; therefore this component contains the SQL and NonSQL
generator component, which allows generating the necessary SQL and NonSQL
statements in order to create the system’s persistence mechanism.

Data provider component: This component is responsible of providing persistence
mechanism information required by the data extractor component. This information is
located in Learning Object Repository, Social Networks, Web, Linked data.

4 Main features of Educational Recommender Systems

There are five main issues a recommender system must address. Firstly, a knowledge
acquisition technique must be employed to gather information about the user from
which a profile can be constructed. This knowledge is processed to provide the basis
for an individual’s user profile; it must thus be represented in a convenient way. There
must be a knowledge source from which items can be recommended. Recommender
systems allow information to be shared amongst users to enhance the overall
recommendation performance; this shared information must be clearly defined. The
final requirement is for an appropriate recommendation technique to be employed,
allowing recommendations to be formulated for each of the users of the system.
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Domain knowledge can also be shared, since it is normally programmed in and
hence available to the system from the start. Categorizations of items can be used to
provide order to a domain, and common sets of domain heuristics, potentially part of a
knowledge base, can be useful when computing recommendations.

Table 2. Main features of educational recommender systems.

Feature

Description

Monitoring
behaviour

Heuristics to infer
information

User feedback

Filter rules

User-created
groups/categories

Item feedback

Examples of items
Navigation

history

Navigation trails

Crawled web
pages

Internal database
of items
Similarity
matching
Collaborative
filtering

An educational recommender system can observe the behavior of users based on
their interaction with the system The system records this behavior to track student
learning purposes instructional decision making and provide information to users
on their progress.

An educational recommender system uses a set of rules that are used to infer
information about users based on common preferences for decision making and
finding information.

An educational recommender system uses the process of user feedback to provide
explicit information and thus confirm, add, overwrite, restructure information such
as domain knowledge.

Recommender system provides filtering rules to users in search of accurate

information that is related in the context of their learning.

An educational recommender system allows users to define groups or categories in
order to group users with learning styles and common characteristics (age, sex, skin
color, socio-demographic characteristics among others) in the process of teaching
and learning.

Item feedback is used by a recommender system to help users in making decisions
for the selection of educational resources in the process of teaching and learning.
These educational resources have been rated by other users. The user decides what,
when, where, and what you want to study educational resources based on a feedback
process.

Recommender system displays examples of items to form a collective training set.
A recommender system uses recorded navigation histories to help other users to find
an optimal route.

A recommender system has a navigation history that identifies the plan or path that
a user continues in the learning process, such as a theme, a competition or a learning
objective; and so recommend ways and shortcuts to educational resources.

An educational recommender system tracks Web pages to make this information as
an ordered set of applications of pages visited by users. On this basis, browsing
sessions are inferred in order to optimize and evaluate the recommendation of
resources as well as propose alternative resources to users who share similar
characteristics.

An educational recommender system contains an internal database of items to
generate the process of recommendation.

Similarity function is used to find items matching a content-based profile.

An educational recommender system uses the technique of similarity as a statistical
function to find people with similar profiles, and then items liked by those people
are recommended.

Profiles can be represented as a feature vector in a vector-space model. This is a
standard representation and allows easy application of machine-learning techniques
when formulating recommendations. For content-based recommendation the features
in the vectors might be the word frequencies of interesting documents, while for
collaborative filtering the features could be the keywords commonly used by users in
their search queries. Navigation trails can be used to represent time-variant user
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behavior. If some initial knowledge engineering has been conducted there may also be
knowledge about the users available to a profile.

The domain itself will contain sources of information to be recommended to the
users. These could be from a database held by the recommender system, such as movie
titles, or available dynamically via the web, such as links from the currently browsed
page or web pages crawled from a web site. Systems can also rely on external events,
such as incoming emails, to provide items for recommendation.

There is a wide variety of recommendation techniques employed today, with most
techniques falling into three broad categories. Rule filters apply heuristics to rank items
in order of potential interest. Machine-learning techniques employ similarity
matching to rank items in order of interest. Collaborative filtering finds similar users
and recommends items they have seen and liked before.

After analyzing about 60 papers related to develop recommender systems, we have
identified the main features of a recommender system under an educational context.
Table 2 describes these main features.

5 Conclusions and Future Work

In educational process, a recommendation system provides many benefits such as
reducing the time spent searching for educational resources that meet the needs,
preferences and objectives of a student. An educational recommender system
incorporates different levels of customization to the user in order to formulate a query
that will reflect what are his/her short- and long-term, that is, what he/she wants to learn
in one session or future sessions of learning through an extraction process his/her
profiles. For these reasons educational recommender systems are a perfect tool that
provides personalized support to each student in their learning process. We have
presented a literature review about educational recommender systems and we have
designed (which has not been tested yet) a generic architecture for developing
educational recommender systems. Also, we have identified the main features that an
educational recommender system must have.

As future directions, we are considering developing the modules identified in the
architecture to build an educational recommender system that meets characteristics
presented in this paper. Also we are considering to include opinion mining, sentimental
analysis and building user profiles to generate recommendations of educational
resources for further customization and minimize problems locating educational
resources scattered in different repositories.
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Abstract. This document is in the required format. This work shows a benchmark
of e-Learning tools including an approach for comparing them based on
histogram specification concepts. The analysis is based on the definition of a set
of criteria which are useful and desirable characteristics of learning management
systems. The final results show the evaluation from different views including the
approach based on their histograms. The evaluation of each e-Learning tool is
based on the use of a three-dimensional model which organizes the criteria in
three different axes according to their functionality inside the model, namely:
Management, Technological and Instructional. With the application of the
evaluation methodology we can assess the tools from different points of view.
One of the main objectives of this work is to help users and developers of e-
Learning tools to make good decisions about which tool have the best features
for developing training and learning systems and for development and
management of resources, courses and learning objects.

Keywords: e-Learning, evaluation methodology, learning management systems,
multi-criteria decision making.

1 Introduction

The aim of this work is to present updated outcomes of a benchmarking of e-Learning
technologies which is based on a proposed evaluation methodology within a three-
dimensional model of criteria (3D model). The information, the evaluation
methodology and the 3D model of criteria might provide useful information to e-
Learning users and developers to make good decisions about which tool has or should
have the best features for choosing or developing a management system of instructional
resources such as courses and learning objects.

The proposed methodology in this work is very useful to evaluate the applicability
of each learning tool from a global point of view as well as to establish the ranking of
each learning tool in different standpoints.

Commercial and free LMSs, integrate different modules providing a complete
learning tool. However, this integration increases the cost and complexity of each tool.
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In this accomplishment we present evaluation results for eight Learning Management
Systems.

Although the extant literature has many articles, books, internet services, and guides
to evaluate LMS packages [1, 2]; they do not use the approach presented in this work,
and where there is some similarity, the method is not described in detail as it is covered
here. The evaluation methodology described can be used to evaluate other kind of
items, using office tools and it can be adapted to evaluate other software products as
Database Management Systems [3] or others. We have also applied the methodology
to evaluate Virtual Reality development tools and even Virtual Reality equipment [4].

Nowadays an increasingly huge number of LMS packages are available; more than
165 are mentioned in [5] where it is also shown an evolution of several tools from open
source platforms to commercial platforms.

The proposed methodology was used to update the evaluation of only five
commercial platforms (Docebo, Joomla, Blackboard, IBM Social Learning and
PeopleSoft) and three open source tools (Dokeos, Moodle and Sakai) since these LMS
are still extensively used since our last evaluation described in [6]. Some of these tools
(IBM Social Learning and PeopleSoft) are not LMS strictly but have some functionality
related with e-Learning and e-Training, for instance they allow to load and publish
instructional content, also allow asynchronous communication, etc. We believe that this
evaluation although uneven for these tools might be useful for companies to make
decisions about which tool fulfill their requirements to use in their e-Learning and e-
Training activities [7].

The rest of this work is organized as follows: some related work is presented in
section 2; section 3 describes the evaluation methodology; section 4 illustrates how the
methodology was applied to evaluate different e-Learning tools from different
perspectives including an approach for equating each tool based on histogram
specification with respect to a sound e-Learning tool; finally section 5 provides some
conclusions.

2 Related Work

The set of criteria in the 3D-model is based on [8], the main differences are how we
apply them in evaluation: we assign several characteristics to each criterion and give
different weights to each of them based on their relevance and we also group them in
the 3-dimensional model in order to evaluate the tools from different perspectives such
as instructional, management and technological.

Regarding evaluation methods, there are different approaches [9]; one of them
distinguishes quantitative and qualitative methods. The former gives numerical results
and the later use narrative or descriptive data rather than numbers [10].

Within the quantitative methods, one of the most used is the MultiCriteria Decision
Making (MCDM) [11], [12]. At the core of the MCDM, a list of criteria must be
defined; each criterion specifies a parameter to be evaluated, since they personalize a
specific feature of the item under evaluation.

The MCDM are general purpose methods, in the sense that depending on the kind
of items to be evaluated, they demand the definition of a specific set of criteria (or
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parameters) that an item in turn must accomplish with. The set of criteria in turn
personalizes the methodology and at the same time makes it flexible enough to be
applied in the evaluation of different kinds of items. However the sets of steps involved
in a methodology might remain unaltered. That is, the criteria are different but the
methodology is the same. This flexibility makes MCDM a powerful methodology with
a large range of application. There is even a conference only in this topic and with this
name MCDM [13]. This methodology has applications in Constructive Preference
Learning in MCDA (Multiple Criteria Decision Aiding), Infrastructure Planning and
Environmental Management, MCDA Models in Risk, Reliability and Maintenance
Contexts, MCDM for smart and sustainable communities, among others [13].

We do have already used MCDM methodology to evaluated different kinds of items
such as LMSs, Virtual Reality development tools, different types of hardware, etc., as
long as we establish an appropriate set of criteria in each case.

3 Evaluation Methodology

In the next four subsections the complete methodology is described in several stages
from criteria selection (i), until deployment of results and conclusions (vii)

3.1 Three-Dimensional Model Figures

The model relates the three most important aspects involved in personnel training and
that constitutes the three axes of the 3D model, namely: Management (M),
Technological (T) and Instructional (I) axes; these aspects allow three combinations
between two axis (MT, MI, T1); and the combination of all of them (MTI). Accordingly
this provides different viewpoints which allow evaluating each tool from seven
different perspectives; these perspectives help to determine whether or not a tool fulfills
the requirements from a Management, Technological or Instructional point of view.

The management dimension is related with administrative features of the tool and
we can evaluate aspects such as: student tracking, curriculum management, statistics,
etc. The instructional dimension deals with features related with instructional design,
didactic planning, content production, instructor manual, student manual, and so on.
Finally, the technological dimension involves attributes related to software and
hardware tools used in the learning processes.

These three conceptual dimensions (axes) outline a 3D space and three planes, see
Figure 1.

Each axis represents a set of attributes, so that the planes and the space represent
different combinations of attributes of the axes involved. The attributes and
combinations of attributes are shared by each criterion grouped in these planes, axes
and the space. For instance, the criteria in the management-technological plane are
helpful to determinate different management aspects made possible by technology.
Thus, for example, instructors might be able to record delivery and review assignments
of students online. This is possible because Learning Management Systems (LMS) are
network platforms. Finally, the management-technological-instructional space
indicates how the technology is being used to manage the learning process.
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Fig. 1. Three-dimensional model (3D model) to evaluate modern learning and training systems.

3.2 Criteria and Weight Definition

The methodology is based on 51 criteria used to evaluate different technologies applied
in modern training and learning systems. The same methodology was applied in our
previous evaluation of e-Learning tools made in 2007 [6]. The criteria for e-Learning
tools are grouped in the 3D model described above in accordance with their use and
application in training and learning processes.

The methodology includes seven steps. This approach has been already applied
successfully in [3, 6]:

i. Criteria selection. Once we know the kind of item to evaluate (LMSs in this
case), in this step a group of criteria is defined. Each criterion will evaluate the
degree of the item accomplishment of some requirement imposed by the user.

ii.  Scales definition. A scale from 0 to 5 is assigned to every criterion; the scale
will be useful to locate the degree of accomplishment of the criterion in turn
by the tool in evaluation.

iii.  Weight assignment. The importance of every criterion by assigning weights
which range between 1 and 2 is defined. Thus, the number 2 is assigned to
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those criteria which according to evaluator are more important for the
company. On the other hand 1 is assigned, for instance, to needed criteria but
being less important for the company. The purpose of the hierarchy is to make
weighting easier; in theory, how it is structured should not affect the final
weight assigned for each criterion [14, 15]. In experiments carried out in [14]
non-hierarchical weights tend to be “flatter” (more equal), while hierarchical
weights are “steeper” (have a greater variance).

iv.  Selection of the items to evaluate. A set of specific items to be evaluated
should be selected. This selection depends on the purpose of the items and on
the evaluation itself. The criteria in turn represent the end users requirements.

3.3 Definition of Evaluation Methods

The evaluation study reported in [6], shows that three different [7, 14-17] Multi-Criteria
Decision Making (MCDM) applied to the evaluation of LMSs was consistent, here is
shown the additive value function and non-hierarchical weight assessment method
(NWAM).
v.  Analysis and evaluation of each LMS. Based on the criteria and the weight
assignment, the tools were reviewed, analyzed and evaluated, grading them in
accordance with the method NWAM:

MCDM: Additive value function and non-hierarchical weight assessment.

n
MAX V(Aij)z Zi:l WiVi(Xij), 1)
where:

Xij The value of criterion x; for alternative A;,

Vi(Xij) A single criterion value function that converts the criterion into a measure of value
or worth. These are often scaled from 0 to 1, with 1 being better. In this first method
these values were not scaled.

Wi Weight for criterion Xj, representing its relative importance. These are often

normalized then:
"wi=1
i=1
In this first method the weights were not normalized, instead they all were assigned
with the same value of 1.
n Number of criteria.

MAX V(Aij) Higher values indicate a better tool.

3.4 Results
vi. Comparison of LMSs. In this step the results obtained are represented in

different charts, considering each axis, plane, space, their histograms and the
whole evaluation. These charts provide the means to compare them so that we
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can establish graphically strengths and weaknesses of the different tools under
evaluation.

vii. Results obtained and conclusions. Based on all previous outcomes, finally we
can draw some conclusions and the numerical outcomes will provide support
to the decision making. Program listings or program commands in the text are
normally set in typewriter font, e.g., CMTT10 or Courier.

4 Application of the Evaluation Methodology

Here is shown how the methodology is used to evaluate different LMSs.

4.1 Criteria Definition and Value Assignment

In Figure 1 the whole set of criteria are shown. Some criteria were taken from [8] and
were grouped for each dimension (the criteria that involve only one dimension), in each
plane (two dimensions) or in space (three dimensions).

As we stated in [6] “Although subjective, it is worth clarifying that this grouping is
based on our experience and the criteria could be grouped in a completely different
way, for instance some criteria can be included in a plane or in the space. For instance
student tracking was classified as M (because student tracking usually is a Management
activity) but it could have been classified in the MT plane (because this kind of
management is achieved using LMS technology). It depends on the significance for
users and developers on different aspects that a criterion might involve”. Nevertheless
the overall score of the evaluation of an LMS remains unchanged, no matter where the
criteria are located, in an axe, in a plane or in the space.

That is to say, with the obtained results in this and our previous work [6] and since
each tool is assigned the total sum of values of all criteria we can establish that axes,
planes and space are going to provide us with detailed different approaches or views of
the evaluations but the overall evaluation is constant.

In this work, only one criterion is described in detail, as well as its value assignment
(Table 1). The rest of the criteria were analyzed in the same way and are described in
detail in [6].

Likewise in [8] additionally to the evaluation, other activities involved in the analysis
of modern training systems can be integrated to the 3D model or complementing it, for
example:

i. A cost - benefit analysis might be needed so that a company would be able to
make decision on purchasing, development or using an e-Learning tool. These
in turns might involve time and technical support considerations.

ii. Correlate the company competences and the solution of specific problems that
the enterprise faces.

iii. Take into account practical guidelines to optimize the use of technologies for
instructional purposes.
iv. Etc.
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Table 1. Student tracking criterion: Value assignment.

Features

1. Only the tracking of exams can be carried out.

2. Every element can be selected to carry out the student’s tracking (homework, tests,
essays, final exam, projects, etc.)

3. Emissions of reports of every element in the course.

4. Different reports can be selected.

5. The reports can be configured to present one or several elements at the same time.

Scale Description

Student tracking is not supported.

The tool has one of the features above
The tool has two of the features above
The tool has three of the features above
The tool has four of the features above
The tool has five of the features above

gl lwN I~ O

4.2 LMSs Evaluation Results

The following subsections show an update of the results published previously in [6]. In
this actualization are depicted the evaluations of the systems: Blackboard, Docebo,
Dokeos, IBM Social Learning, Joomla, Moodle, PeopleSoft and Sakai. We chose these
tools trying to include the most popular LMSs and learning tools. However they will
be helpful to illustrate the use of the 3D model as an evaluation methodology.

4.2.1 Results Obtained for e-Learning Systems from Different Perspectives

The evaluation was carried out by assessing the degree of fulfilment of features of each
criterion. Some e-Learning tool was tested and evaluated in collaboration with software
providers where each feature of each criterion was reviewed. The results for all
perspectives except for the Instructional axis (because it does not have any criteria
associated in our approach) are presented in a graphical way in Figures 2, 3, 4, 5, 6
and 7.

T " & B &
8 1 E 3 g @ 3
o H 4 E 3 n : 8 !
3 B 2 % ¢ g
a g E ¢ z H 8
0 0
Fig. 2. Management axis. Fig. 3. Technological axis.
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Fig. 6. Management-Technological plane. Fig. 7. Three-dimensional space (MTI).

4.2.2 Outcomes from Applying the MCDM

The results for the first MCDM method are depicted in Figure 8, which shows the
ranking and global results for each software tool. These global results include all the
criteria considered applying the additive value function without scaling the value
function Vi(Xij) and using non-hierarchical weight assessment. In this method, the best
evaluated tool was Moodle followed by Sakai.

253 249
250 |

226 18

200 5
175
150 £
126 £

100

Blackboard

Joomla
PeopleSoft

Fig. 8. Total sum of values using the MCDM.
Considering the results obtained in our previous work [6] and corroborating the

grades of this actualization we can compare the methods and rules in terms of their ease
of use, appropriateness and validity as it was stated in [6, 11, 12].
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Ease of Use and Appropriateness.

Once the set of criteria and the weights for each criterion have been defined, to follow
the MCDM method described above does not represent a problem. At most it will
demand some time depending on the number of criteria. In [6] was shown that no matter
what MDCM is used to evaluate, the outcomes are consistent.

4.2.3 Comparison of Results Using Histogram Matching and Histogram
Specification

In the digital image processing area there is the concept of histogram equalization to
produce an output image that has a uniform histogram. This output image features a
good quality and worthy contrast. Also in this area the concept of histogram
specification is useful to be able to specify the shape of the image histogram that we
wish to accomplish. The method used to generate a desired output that has a specified
histogram is called histogram matching or histogram specification [18].

In this section we use these concepts and present the obtained histogram for each e-
Learning tool taking into account all the criteria (see Fig. 1). See the assessments shown
in Figure 9.

The histogram allows having a general view about the degree of accomplishment of
each criterion by the set of LMSs evaluated. Thus, we can see that Remote laboratory
is the lowest accomplishment criteria by all the LMS evaluated. On the other hand we
can observe that criteria such as Required browser, Discussion forums, Authentication,
etc. are well accomplished by all LMSs evaluated.

_ Elearning Tools Histogram _
40 - 1 -
35/____ Y T T d "= i ' - =
30 EEEE r— EEEE TFEEER BN EEEEEE E
5 1 1
20 11
15 Sakai
1 PealpeSoft
10  Moodle
u Joomla
u [BM Lotus
s u Dokeos
Dacebo
0 nBlackboard
mTNOTNOMONO~NNTNOMOAO~"TNMNFTNONOIO-NMNMFTVONDODPO~NNTLONDDO —
FFFFFFFFFF NANNNNANNNNNOMOMOOMOMOOOMOST TSI TnNn
Criteria

Fig. 9. E-Learning tools histogram, the numbered criteria are shown in Table 2.
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Table 2. Set of criteria (based on [8])

Criterion Criterion N[o] Criterion

1 Student Tracking 18 Course Management 35 Real-Time Chat

2 Statistics 19 Instructor Helpdesk 36 Video Services

3 Massive load of users 20 Course Templates 37  Whiteboard

4 Curriculum Management 21 Compliance with 38 Offline
Standards Courses/Synchronization

5 Orientation/Help 22  Online Search 39 Teamwork

6 Import/Export XML data 23  Online Grading Tools 40 Communities

7 Enable/Disable information 24 Discussion Forums 41  Student Portfolio

8 Required Browser 25 Bookmarks 42  Cost of licenses

9 Server Software 26  Self-evaluation 43 Company Profile

10  Database Requirements 27 Virtual Library 44 Remote Laboratory

11  Open Source 28 Calendar/Progress 45  Automated Testing and
Review Scoring

12 Software Version 29  Authentication 46 Instructional Design Tools

13 Accessibility Compliance 30 Hosted Services 47 Customized Look and Feel

14  Operation in Mobile Gadgets 31 Registration 48 Course Authorization

15 Integration with other Tools 32 File Exchange 49 Content Sharing/Reuse

16 Integration with applications 33 Email 50 Alerts

17  Wiki 34 On-line Journal/Notes 51 Optional Extras

5 Conclusions

In the application of MCDM methods to make a decision based on the results, Hobbs
and Meier [9] recommend to apply more than one approach because different methods
offer different results to compare. In evaluating the results of different methods, the
potential for biases should be kept in mind. The extra effort is not large and the potential
benefits, in terms of enhanced confidence and a more reliable evaluation process, are
worth. However the results shown in our previous work [6] and in this accomplishment
deploy the same ranking of choices it does not matter the method used as opposed in
[13]. The model can be used to analyze a broad variety of different e-Learning
technologies.

The main benefits obtained with the evaluation of several e-Learning tools from a
general perspective and from different points of view including the approach for
equating tools with respect to a sound software tool are: (1) personnel related in
evaluating and selecting an appropriate tool is now informed about the differences and
accomplishment of each tool and (2) e-Learning firms can identify the opportunity areas
and features where they can improve their tools. The decision for choosing an e-
Learning tool can be made taking into account: management, technological and
instructional characteristics. Furthermore, decision makers can make up an action plan
and choose the best path to follow in order to integrate this technology into their
learning and training processes.
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Abstract. We have developed an affective and intelligent learning environment
that helps students to improve their Java programming skills. This environment
evaluates cognitive and affective aspects of students in order to define the level
of difficulty of the exercises that are more suitable for the them in its current
condition. The cognitive aspects are: the number of mistakes, the difficulty level
of the current exercise and the time spent in the solution. The affective aspects
are: the acquired emotion from a facial expression and the acquired valence
from electroencephalogram signals. This environment also uses a neural
network for face recognition of basic emotions, a support vector machine to
define the valence of emotion and a fuzzy inference engine to evaluate the
cognitive and affective aspects.

Keywords: Intelligent learning environment, affective detection, affective
computing, face recognition, EEG recognition.

1 Introduction

Traditional learning environments do not provide an individualized learning model,
S0, it is common having a classroom group of more than 30 members per teacher.
This is a disadvantage because individualized instruction is considered the most
effective way of teaching [1]. Also in these environments the emotional state of the
student during the learning process is usually ignored. A student can easily fall into
boredom if what is taught is not a challenge; this can lead to student to consider
teaching as uninspiring and therefore show no motivation.

Another case may be that the student is intensely frustrated in trying to understand
a topic. If he is sufficiently persistent there is a possibility that he may achieve
success, but there is also the possibility that he could desist in his attempts due to the
low sense of achievement gained by his effort.

In these scenarios, the work of Woolf et al. [2] shows different types of
interventions that a tutor could carry out to consider the cognitive and affective aspect
of the student. In the first case, for example, if a student is showing he/she masters a
subject but he/she feels bored then it is recommended to increase the difficulty of the
exercises. In the second case, if a student fails to progress and is stressed, is
recommended that the tutor provide an alternative to the student: changing the
exercise or taking a small break.

pp. 39-47; rec. 2015-08-23; acc. 2015-10-12 39 Research in Computing Science 106 (2015)


mailto:lbarron,

Maria Lucia Barron-Estrada, Ramoén Zatarain-Cabada, Claudia Guadalupe Aispuro-Gallegos, et al.

There have been numerous investigations of the relationship between affection and
learning that have demonstrated that positive affective states as concentration,
enthusiasm, and joy may lead to better learning [3], and that boredom is associated
with poor learning and behavioral problems [4].

Because of the importance of affect in the learning process, detection of affection
is a key component in the development of Intelligent Learning Environments (ILE)
that are capable of responding to the affective needs of the student.

On the other hand, one of the main problems a computer science student has to
face is to learn a programming language. In this kind of courses the percent of failure
increases considerably [5].

This paper presents the implementation of an ILE that consider the student’s
affective and cognitive needs to provide individualized instruction to students
learning the Java programming language.

This paper is organized as follows: Related Works with affect recognition is
presented in Section 2. Implementation of the ILE is described in Section 3. Section 4
describes the performance of the ILE. Conclusions and future work are given in
Section 5.

2 Related Works

In this section, we present research works in the field of affective or intelligent tutors.
The Intelligent Tutoring System Autotutor [6] helps students to learn Newtonian
physics, computer literacy, and critical thinking topics; this system simulates a human
tutor by holding a conversation with the learner in natural language. The tutoring
occurs in the form of an ongoing conversation, with human input presented using
either voice or free text input. To handle this input, the system uses computational
linguistic algorithms.

The distinguishing feature of ILE Java Affective with Autotutor is that it uses

facial expressions and EEG signals for the emotion recognition.
HelpTutor [7] is an intelligent tutor for seeking help. This system was integrated into
Geometry Cognitive Tutor, an intelligent tutor for learning basic geometry that
provides step by step guidance to resolve complex problems, estimates the level of
knowledge of the student and provides feedback and clues for each of the steps in
solving the exercises.

Additionally, with the help of HelpTutor, the system provides feedback cognitive
goal enabling students to improve their ability to ask for help.

The distinguishing feature of ILE Java Affective with HelpTutor is that it considers
the emotional dimension of the student as well as the cognitive through the emotion
recognition from photos and EEG signals of the student. The system makes use of
them to determine the level of difficulty of exercises in order to try to avoid negative
emotions within the context of learning (boredom, constant frustration) that can result
in poor performance.

Gaze Tutor [8] is an Intelligent Tutoring System designed to tutor students on
high school biology topics (e.g., cellular respiration, mitosis, ecological succession).
The tutor uses an eye tracker to monitor a student’s gaze patterns and identify when
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the student is bored, disengaged, or is zoning out. The tutor then attempts to reengage
the student with dialog moves that direct the student to reorient his or her attention
patterns towards the animated pedagogical agent embodying the tutor.

The distinctive feature of ILE Java Affective with Gaze Tutor is that considers
cognitive and affective aspects of students. The ILE uses facial expressions and EEG
signals for the emotion recognition.

Java Sensei is an Intelligent Learning Environment with affective management for
Java, designed to help students of programming to strengthen different areas of
knowledge on Java in a web environment. The system evaluates aspects such as
cognitive and emotional state of the student to take intervention strategies that made
the pedagogical agent and adaptability processes performed by a set of
recommendations [9]. ILE Java Affective considers more cognitive elements than
Java Sensei and also uses EEG signals for the emotion recognition.

3 Implementation of ILE Affective Java

In this section we present the main architecture of the ILE. Fig. 1 shows the three
relaxed or flexible layers of our architecture. The relaxed layers are less restrictive
about the relationships between layers. The presentation layer has two components.
The Intelligent-Affective layer has five components. The data layer has three
components. Next, we explain the operation of each component.
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Fig. 1. Architecture of ILE.

Administrator: It is responsible for coordinating the tasks to be performed by the
tutor and communicate with other components.

Evaluation: It is responsible for evaluating the exercise solved by the student and
report any errors encountered.

Facial expression recognition: Identifies the student's emotion (happiness, anger,
sadness, surprise and neutral) at the time of taking a picture of the student face.

EEG signal recognition: Identifies the emotion valence (positive, negative,
neutral) of student through the EEG signals recorded during the resolution of the
exercise. The ILE Affective Java works with the Brain-Computer Interface (BCI)
Emotiv Epoc to obtain EEG signals. To select the appropriate channels that we need
in the BCI, we considered the work of Mahajan et al. [10] that use the front channels
AF3 , AF4 | F3, F4, F5, and FC6. Also, the work of Liu et al. [11] that use channels
AF3 , F4, and FC6 . At the end, we chose channels AF3, F3, F4, FC5, and FC6
because we concluded that they were closely related to the human emotions.

The main feature extracted from EEG signals is the Hurst exponent. The Hurst
exponent, in time series analysis, is used to identify a non-stationary behavior of EEG
signals showing identifiable trends in the data. It was chosen because it showed an
accuracy rate of 71.38 at work of Wang et al. [12].

Fuzzy Inference engine: It is responsible for assessing cognitive and affective
aspects by applying fuzzy inferences to determine the appropriate level of the next
exercise for the student. The fuzzy engine manages five fuzzy input variables: level of
exercise, amount of errors, time spent in the resolution of the exercise, emotion
identified through facial recognition, and valence identified by EEG recognition. The
output of the fuzzy engine is the appropriate level of the next exercise. The inference
engine works based on 54 fuzzy rules implemented by using library jFuzzyLogic [13].
Some of the rules are shown in Fig. 2.

1.IF (level is easy) AND (emoEEG is positive) AND (mistakes is few) THEN (dificulty is medium)

2.IF (level iz easy) AND (emoEEG is negative) AND (emoRostro is neutral) AND (mistakes is many) THEN (dificulty is easy)

3. IF (level is medium) AND (emoEEG is positive) AND (mistakes is regulars) THEN (dificulty is dificil)

4, IF (level is medium) AND (emoEEG iz neutral) AND (emoRostro is happy) AND (mistakes is many) THEN (dificulty is medium)
5. IF (level is medium) AND [emoEEG is negative) AND [emoRostro is neutral) AND (mistakes is few) THEN (dificulty is hard)
&.IF (level is hard) AND (emoEEG is positive) AND (mistakes is many) THEN (dificulty is medium)

7.1F (level iz hard) AND [emoEEG is neutral) AND (emoRostro is surprise) AND [mistakes is few) THEN (dificulty is hard)

Fig. 2. Fuzzy rules.

Fuzzy inference engine responds to cognitive and affective states of students. If the
student commits errors but their emotional state is neutral, then we conclude that the
student is focused, so the same difficulty level is maintained. If the student makes
many mistakes and his emotional state is negative, a sign that he is stressed, and the
level of difficulty of the exercises decreases. When the student does not make
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mistakes and their emotional state is neutral or positive, the level of difficulty
increases.

Persistence: Is responsible for managing everything related to the database like
writing, querying and updating data.

Emotional database of face expressions: It uses the affective database RaFD
(Radboud Faces Database)[14].This database is a set of pictures of 67 models
(including Caucasian males and females, Caucasian children, both boys and girls, and
Moroccan Dutch males) displaying 8 emotional expressions (angry, disgust, fear,
happy, sad, surprise, contempt and neutral). Each emotion was shown with three
different gaze directions and all pictures were taken from five camera angles
simultaneously. From the set, only 5 emotions were used for this work: angry, happy,
sad, surprised, and neutral.

Emotional database of EEG signals: It is an affective database created from EEG
signals obtained from test subjects.

3.1 ILE main interface

Figure 3 shows the interface of the ILE where the student performs the exercises
presented in Java.

ILE Java

User l’:laudu Aispurc I -

Description of the exercise

Exercise: Hello word program, which simply prints: Hello, World! to the screea

&
_[ Helloorid | Debug |

package test;
pubic dass Heloworld {
publc static void main() { I

System.out.printin("Hello, Workd!");{
}

}

Row: 4 Column 48

[ Tme: 00:01:14 #ermors: 0 dfficuky levek EASY w emotion: Happy valence: Posiive

Exit Change exercise | Execute

Fig. 3. ILE main interface.

The interface consists of 4 main areas, which are described below:

a. User. This section shows the name of the student.
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b. Description of the exercise. This section shows the description of the exercise to
be solved by the student.

c. Code Section. It consists of 2 tabs: one that shows the code that the student is
writing to solve the exercise and another one (debug) that shows the errors
produced at compile time.

d. Cognitive aspects. This section shows the indicators used to assess the cognitive
aspect of student: time spent in the resolution of the exercise, amount of errors,
and the current level of the difficulty in the exercise. There are 3 levels of
difficulty to classify the exercises: Easy, Medium and Hard.

e. Affective aspects. This section shows the emotion and valence identified by the
recognizers.

3.2 The Method

Tests were performed to ten students of the Instituto Tecnoldgico de Culiacan; five
men and five women, who were asked not to be under the influence of caffeine or
medicine at the moment of the experiment. Next, we describe each of the steps of the
methodology of Bos [15] used to generate the database:

a. Stimulus: To evoke emotions an audiovisual medium through short videos
was chosen. Recommendations found in the work of Rottenberg et al. [16] were
considered to select videos.

Videos classification
v v v | v |
Video 1 |When Harry Met Sally Amusement |Positive
Video 2 |My Bodyguard Anger Negative
Video 3 |Pink Flamingos Disgust Negative
Video 4 (The Shining Fear Negative
Video 5 |Alaska's Wild Denali Neutral Neutral
Video 6 [The Lion King Sadness Negative
Video 7 |Sea of Love Surprise Positive
shows the videos used in the experiment, its objective emotion and respective
valence.
Table 1. Videos used in the experiment.
Videos classification
v v v v
Video 1 |When Harry Met Sally Amusement |Positive
Video 2 |My Bodyguard Anger Negative
Video 3 |Pink Flamingos Disgust Negative
Video 4 [The Shining Fear Negative
Video 5 |Alaska’s Wild Denali Neutral Neutral
Video 6 |The Lion King Sadness Negative
Video 7 |Sea of Lave Surprise Positive
b. Recording of EEG signals: To create the emotional database each student

was presented with a series of pre-selected videos with the intention to evoke a
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particular emotion. As the students watched the videos, the tool TestBench
recorded EEG signals.

C. Filter: At the end of each video, students were asked to determine the video's
valence (positive, negative or neutral). Then, after all videos were classified,
EEG signals obtained were filtered to remove noise.

d. Feature extraction: We used Java library EEGFrame [17] to extract the
recording features to create a feature vector.
e. Classification: Video classification was made by considering the expected or

estimated valence (see table 1) and the valence stated by the student. The
correct classification of the videos was made where those videos that did not
match with labeled emotion were discarded.
Finally the affective database obtained comprises 150 records (15 for each student)
classified with their respective valence.

4 Performance of the ILE Affective Java

When the system startup, the student has the option to start as a beginner (difficulty
level) or take the diagnostic evaluation that will determine its initial level. The system
presents a Java programming exercise according with the student’s profile level.
While the student is solving the exercise, the system is recording his EEG signals.
When the student completes the exercise the system takes a picture of its face, and
then proceeds to evaluate the exercise.

ILE displays the errors found in the program and waits for them to be corrected.
When the exercise is correct, the system does the facial and EEG recognition process.

The facial recognition (See Fig. 4Fig. 4 ) consists in extracting the characteristics
of the photo and then creating a feature vector, which is evaluated by a neural
network trained with Weka [18] to determine the emotion with an effectiveness rate in
recognition of 80%.

Input  Hidden  Qutput
layer layor layer

Input #1 o )
"o \ 4 ( o
| Input #2 [ Emotion
| Image 1 | Feature ‘ B Output | »
— i ~;>1 : —  INpUL 73 ® > & &2
| acquisition v\ \ extraction ) Input #4 ™ ‘ @ &0
Emotions classification

\ using a neural network

Fig. 4 . Facial recognition.

For the EEG recognition (see Fig. 5), the system uses Emotiv Epoc headset to
register the EEG signals of the student while he is trying to resolve the exercise, then
calculates the Hurst exponent, and finally performs signal classification using
software from library LibSVM [19]. The library receives as an input a feature vector
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composed by the Hurst exponent for each of the five channels in the BCI (Emotiv)
previously selected. As the result, the valence of the signal is obtained, with an
effectiveness rate in recognition of 70%. We believe that if we increase the number of
records of the corpus this rate can be increased.

A | sienal | | Feature | | Emotionsclassification | | Valence
acquisition | | extraction | [ using EEGFrame | ®EE
L e —— .' J \

Fig. 5. EEG recognition.

After performing the recognition, the system uses a fuzzy inference engine to
define the next problem suitable for the student based on: cognitive aspects, the
emotion and valence identified.

5 Conclusions and Future Work

An ILE that manages to give individual instruction to the students, based on their
cognitive and affective state was implemented as a result of the integration of several
components. The most important are: facial expression recognition, EEG signal
recognition and fuzzy inference engine.

Future work intends to perform tests of the ILE to determine the accuracy of the
emotion recognition achieved and determine if the ILE manages to help students
improve their Java programming skills. It is also expected to implement other ways of
emotional recognition to increase the accuracy of the recognizer.

In addition, since the tests were performed only with graduate students with
previous knowledge of Java programming language, we hope to make experiments
with students who do not have programming skills.
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Abstract. This paper presents the design and implementation of an
intelligent tutoring system (ITS) for teaching JAVA, which can recognize the
user's emotional state through facial expressions and textual dialogues. For
facial emotion recognition we implemented a neural network with WEKA
library and a facial feature extractor with OPENCV library. The ITS applies a
semantic algorithm (ASEM) to extract textual emotions through dialogues,
which has shown a degree of assertiveness of 80% in tests for graduate
students. In addition, the tutor uses a set of fuzzy rules to determine the
complexity of the next exercise, considering the program implementation time,
program executions and compilations, and current difficulty level.

Keywords: Affective computing, intelligent tutoring system, neural
networks, fuzzy systems.

1 Introduction

In recent decades, technology has had a huge development by allowing the design of
more complex programs, by using new software development techniques, new data
mining algorithms, and more efficient software architectures. Likewise, the
integration of the emotional state of the user with technologies like neural networks,
genetic algorithms, and fuzzy logic produces in the case of educational software a
new way of permeating awareness among students and software.

At the beginning Intelligent Tutoring Systems used to be implemented with
traditional principles of behaviorism, moving later to other more interactive and
dynamic learning theories, in which the subjects interact in virtual learning
environments. Affective Tutoring Systems (ATS) are intelligent systems that
incorporate the ability to recognize the emotional state of the students allowing the
user to interact with exercises that stimulate their emotional state [1].

Given the growing demand for learning programming languages, it is necessary to
use new tools using modern techniques such as emotion recognition, which motivate
and facilitate student learning. At present, supporting tools for teaching programming
languages only take into account cognitive aspects of the student, ignoring other
behavior features like user’s emotions. Studies have shown that emotions are closely
related to cognitive processes such as learning [2].
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This work integrates diverse technologies into the affective tutor named “Java
Zenzei”, such as the use of a neural network (using WEKA) and a feature extractor
for recognizing facial emotions, as well as a semantic algorithm (ASEM) to extract
emotions from textual dialogue.

This paper is divided as follows. The second section describes related work. The
third section mentions the effort done in the development of a bimodal recognizer that
was used in our research. The fourth section describes the tutoring system operation.
The fifth section shows results of the proposed work. Finally, the sixth section
presents conclusion of the work.

2 Related Work

There exists a lot of research about multimodal recognition to detect emotions taking
into account different aspects. For example, Soleymani [3] combines EEG signals
with eye tracking that can be considered bimodal recognition. There are also a lot of
work with multimodal recognition like MERT [4] that works with face, voice, and
body motion.

In another paper, Sebe, Cohen, and Huang [5] use web camera and microphone to
improve the human-computer interaction, where they state that facial gestures and
voice are crucial for that interaction resulting in different benefits for their research.
D'Mello [6] has also contributed in the field of multimodal recognition with his
project AutoTutor [7] which uses voice, body motion, and facial gestures to identify
emotions.

A recent version of AutoTutor named Affective AutoTutor [10] adds capabilities to
recognize the affective state of a student by using facial expressions, body language
(posture) and textual dialogue recognition. It detects when the student is bored,
confused or frustrated and intervenes through a pedagogical agent.

Binaly [11] describes four different text based emotion recognition techniques,
Keyword spotting method, Lexical Affinity Method, Learning based method and
hybrid methods.

The main contribution of this work is the use of a bimodal emotion recognition
(facial and Spanish textual recognition) inside of an intelligent tutoring system for
learning Java.

3 Bimodal Recognition of Emotion

The emotion recognition is a complex task and to date the rates of most recognizers
do not get 100% of success. So using bimodal recognition is a way to increase the rate
of success in the recognition. Next we explain the structure of the Java Zenzei Tutor.
3.1  Java Zenzei Structure

The system has a Log in component which identifies and authenticates the user.

There’s a component to get the user’s current difficulty level by searching at the
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database, in case the user is new, a diagnostic test module is executed, which shows a
questionnaire to be solved, to determine the starting level of the user.

The system shows an exercise based on the user’s current level. When the exercise
is solved, the exercise’s variables (exercise validation, amount of compilations and
time required) are obtained, also the emotional state variables (facial and text
emotion) are extracted by taking a photo of the user and asking a question about the
exercise.

Next the system uses a fuzzy logic engine to obtain a new user’s level by
combining the current level, exercise’s variables, and the emotional state variables.
The process to obtain a new level is performed every time the user completes an
exercise.

The ATS structure (figure 1) presents a clear idea of how the system works.

SHOW EXERCISE

LOG IN

!
RESULTS FROM EXCERCISE

yes PERFORM
DIAGNOSTIC TEST
no

TAKE A PHOTO, FACE ASK ABOUT THE
RECOGNITION, GET EMOTION EXERCISE
!
GET NEW LEVEL

Fig. 1. ATS Structure.

Persistence of the information required by the tutor like student’s information,
exercises, answers for each question, information of each exercise to be executed, is
stored in an object-oriented database (DB40O).

The recognition method for emotions works with two recognizers, where the first
one is a method for emotion recognizing through face detection. In this process, the
system take a picture of the student when he/she is solving the exercise. We use a
feature extractor for the face which was implemented with OPENCV library and a
neural network implemented in WEKA for classifying emotions. The emotions
identified by the facial recognizer are: joy, surprise, sadness, anger and neutral
emotion.

The system uses a set of fuzzy rules to identify the complexity of the next exercise
where six aspects are considered: student’s level (beginner, basic, intermediate, and
advanced), validation of last exercise, number of compilations, identified facial
emotion, time spent in exercise and identified text emotion. We used a Java library
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named JFuzzyLogic for implementing the fuzzy system and a new semantic algorithm
(ASEM) for textual dialogue. The evaluation allows the ATS to identify the
complexity level of the next exercise which can be lesser, greater or equal to the
current level. An example of a fuzzy logic rule is shown next (figure 2).

IF currentLevel IS intermediate AND

elapsed Time IS few AND
compilations IS regular AND
validation IS correct AND
facialEmocion IS joy AND
textualEmotion IS joy THEN level IS advanced;

Fig. 2. Fuzzy logic rule example.

The proposed emotion recognition algorithm through the text is described below.
3.2  ASEM Algorithm

For emotion recognition from text, we implemented a semantic algorithm (ASEM)
that allows identifying emotions from text dialogues using semantic labels [8], where
the user writes different comments for answering questions received in a random
form. This semantic algorithm is based mainly in a word corpus called SEL [9] which
was built by experts with an output emotion and a probability factor of affection
(PFA).

The ASEM algorithm incorporates semantics rules that allow emotion detection
with a rate of success greater than 80% according to different test performed with
graduate students. The rate of success increases by adding new words together with
the corresponding PFA which must be computed by an expert. The emotion
recognition is made in two phases: training and application.

During the training phase, we used an interaction which allows the communication
with student, where some processing text is recorded. Next the emotion is generated
according to the existing words found in the original corpus, showing the parameters
used in the emotion generation, and also those words which could not be found in the
corpus (they are also added to the corpus NewWords). For each new added word an
expert define the PFA. This first phase is realized in an iterative form until the new
corpus has found the expected success level.

In the second phase (Application) ASEM perform the next steps (figure 3):

— Asstudent input a text line (input dialogue).

— The text is normalized: the accented words, numbers, and special characters
are removed and uppercase letters are converted to lowercase.

— Non emotion words like he, she, the, etc. are removed by using the corpus
StopWords.

— Semantic words are sought in corpuses Semantic and improper words. If
semantic words are not found in the corpuses the new words are added to
corpus NewWords.
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— If the semantic word is found in the corpuses, the word features (PFA and
emotion) are extracted.

— The emotion in classified according to the features of the word.

—  The emotion with greatest intensity is produced.

Figure 3 shows the ASEM algorithm that can recognize the emotion from text.

Input Text PFA = Probability Factor of Affective

. \ PVI = Value Potentiation or Inhibitor
Text Normalizer

7 ( \ e —
[ Stop [ Deletes Words ")E ional [
. words | Without Emotional Value (, Emoclonal |
N \ J A\Corpus \
_.{ Search word in the | Semantic | ‘ PFA, Emotion ‘
- 7\ VoL J
corpus _‘f Improper | \Corpus. \ e
/,,.K\\ \ Words
. N
S . Yes ‘ ) w
"/ \\\‘ 7 ™ 7 a Y 'd A
~~ Istheword - + Feature | Emotion Classifier Generate
" Inthe corpus _~ Extractor Emotion
N p J
B
NO ~_" ~
"
) — Ve 5
[ New Words
Add Words to Corpus 1 ® Con | |Emotion =3 (PFA*VPI)
\_Corpus
\ AN (n) n=1
Fig. 3. ASEM algorithm.
I Y 0
Extracted word semantics }7 *  Semantic word
A A . J
# ~ |Palabra ~| PFA~| Categoria~
1 |sbundancia 0.83 Alegria ( 3\ -
2 |acabalar 039 | Alegria Adverb of | Inverse Next Semantic
3 |acallar 0.138 Alegria Denial Word Emotion
4 |acatar 0.198 Alegria -
5 |accidn 0.397 Alegria ( N *
6 |aceptable 0.554 Alegria 4{ Before (pre} N VPI* PFA )
7 |aceptacion 0.636 Alegria . ) I:Ne)(‘[ Semantic Word]
8 |acicate 0.429 Alegria ( . )
9 |aclamacidn 0.799 Alegria Superlatlve
10 |aclamar 0.799 Alegria Adverh
11 |acogedor 083 | Alegria —_ —
12 |acoger 0.729 Alegria ,{ After (pos) VPl * PFA
s ) (Previous Semantic Word)
PFA = Probability Factor of Affective ) >
Emotion =3 (PFA*VPI)
PVI = Value Potentiation or Inhibitor (n) n=1

Fig. 4. Emotion detection.

To get the emotion we use PFA and EIV (enhancer/inhibitor) values for every
word found in the text written by the students. The whole process is explained next
(figure 4):
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The next semantic word is obtained.

This word is sought in corpus Semantic. If found, the emotion and PFA value
are extracted.

If the word is a negative adverb, the emotion of the next word is switched (e.g.
happy to sad).

If the word is a superlative adverb, we identify the word as a pre-adverb or a
post-adverb. In case of being a pre-adverb we enhance the PFA, and EIV of
the next semantic word. In case of being a post-adverb we enhance the PFA
and EIV of the previous last semantic word.

Finally we use the sum of each found emotion in the text dialogue, and then
we determine the emotion by the greatest value.

Next, we give some details produced in the emotion recognizing from text:

There are many words that were not found in the original corpus (2,036
words) from a total of more than 300,000 of the Spanish language.

Most students don’t use accent in words.

There are words with no emotion (neutral emotion). These words integrate a
corpus named StopWords (e.g. the, he, or she)

Improper words are eliminated from the text but they are considered as
having a negative emotion.

The emotions identified by the text recognizer are joy, surprise, neutral,
sadness and anger.

Words that deny a sentence (e.g. no or never) change its meaning (valence)
and they are already stored in the semantic corpus.

Words which define the intensity of the words (e.g. very, few, nothing) are
already stored in the semantic corpus.

1.LOGIN
2. PERFORM 4. SHOW EXERCISE
DIAGNOSTICTEST FOR NEW LEVEL

5. USE FUZZY LOGIC

3. GET NEW LEVEL ENGINE

!

Fig. 5. Basic operation of the tutor.

4 A Working Session with the ATS Java Zenzei

The ATS starts with a step of login for authentication and registration of users. In case
of a new user the system proceeds to realize a diagnostic test, which consist in a set of
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multiple choice questions. The result of the diagnostic test is the initial difficulty level
of the student. The next step presents an exercise for programing in the Java language.
As we explain before in section 1, a set of variables related to the solving of the
problem define the new level of the student and the new exercise (see figure 5).

Current Place to write the
Student
level code
Current name
Exercise
description
n
Practica de Programacion  PRINCIPIANTE Aumno:
Ejercicio Codigo:

Escribe un método llamado sumar2Numeros, el cual reciba public int sumar2Numeros(nteger n1, Integer n2)

como parametro 2 numeros enteros (Integer). EI método {

deberd devolver el resultado de sumar ambos numeros. return n1 +n2

)
Show
compilation
time errors
Change the current
Emores. .
Compile/Execute exercise
expected g the current code
Ejecutar  Siguients

Fig. 6. Main screen of tutor JavaZenzei.

Once the student solve the exercise, a fuzzy inference engine defines the next
exercise using a set of variables previously mentioned. The main interface of the Java
Zenzei is shown in figure 6 with some brief explanation given in gray boxes.

g & Cual fue el motivo por el

cual te equivocaste tantas
veces?

me sentia un poco estresad0|

Fig. 7. Window to write comments on the exercises.

55 Research in Computing Science 106 (2015)



Ramén Zatarain-Cabada, Maria Lucia Barrén-Estrada, Jorge Garcia-Lizarraga, et al.

When a student ends an exercise a small windows is displayed asking to add
comments related to that exercise (see figure 7).

5 Experiments and Results

We perform some initial test with graduate students from the Instituto Tecnolégico de
Culiacan. The exercises were designed for students with basic knowledge of Java
language. In the test there were 9 students who finished the exercises in a short time
and with few errors. That allowed students to move faster to more complex exercises.
Table 1 shows the results obtained from the test.

Table 1. Result of the test.

Sucent | Gancer | O0TONC | Aprape | Pl | fueree | ot
EO1 M Basic 2.3 min 2 Neutral Intermediate
E02 M Basic 3.5 min 4 Surprise Basic
EO3 F Basic 2.6 min 3 Neutral Intermediate
E04 M Advanced 2.1 min 0 Happy Advanced
EO5 M Intermediate 2.3 min 2 Neutral Advanced
E06 M Intermediate 2.2 min 1 Happy Advanced
EO07 F Basic 2.5 min 1 Neutral Intermediate
E08 M Intermediate 2.4 min 3 Surprise | Intermediate
E09 M Intermediate 2.3 min 1 Neutral Advanced

At table 1 we can see the student E06 for example, started at an intermediate level,
had a short time solving the exercises, got just 1 compilation error, and the average
emotion found was happy, so eventually the ITS promoted him to advanced level.

The rate of success of the emotion recognition was 80%. Whenever the student
comments had more than 3 words that couldn’t be found on the corpus SEL the
emotion recognizer produce an incorrect results (incorrect emotion). The emotion
recognizer achieves better results by adding those words in the corpus SEL. Finally
whenever there was no match between the facial and textual emotion we choose the
textual emotion as the correct one because most of the time the text emotion
recognizer produce better results.

6 Conclusions

In this paper we presented a novel intelligent tutoring system for the support of
learning the Java language. This system uses two emotion recognizers that work
through text and facial expressions. We made different tests of the ATS with
graduated students of computer science, producing the next results: the tutoring
system based on facial expression is able to recognize emotions with a success rate of
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80%. The emotion recognizer based on text dialogues achieved a success rate of 85%.
The fuzzy system always produced the adequate exercises according to stablished
parameters. For example, if the student was boring, had few errors, had few
compilation and executions errors, and had a short time to solve the problem, the
system increase the complexity of the exercises. On the other hand, if the student was
not boring, had few errors and a greater time of solving the problem, the complexity
of the next exercises remains the same. But if the student had too many errors and
spent a lot of time solving the exercise, then the system decrease the complexity level
of the next exercise.

Based on the obtained results we stablish that combining both emotion recognizers
(facial expression and text dialogues), add precision to the work of identifying the
emotional state of a student. We found that the precision of the text-dialogue
recognizer mostly depends on the number of words stored in the corpus Semantic.

As future work we expect to add more words to corpus Semantic, so we can
increase the rate of success of the recognizer. Another upcoming work is to integrate
more exercises with different rates of complexity with the goal of having a more
complete ATS.
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Abstract. A current concern of modern societies is the quality of their
educational systems. Learning Management Systems (LMSs) are tech-
nological tools that have been used to improve and extend the tradi-
tional educational system. Although LMSs have greatly benefited from
technological advances, this type of educational platforms are still in
need of mechanisms to provide virtual educational environments in which
students are considered the main actor in the design of the learning pro-
cess, thus contributing to increase the quality of educational systems. In
particular, LMSs usually lack mechanisms for recognizing users’ learning
styles, which describe the way a learner acquires and process information.
In this work we propose a framework for automatic identification of
learning styles in LMSs and present a specific implementation. A key goal
of the framework design is to provide researchers and practitioners with
a tool that facilitates the specification of expert knowledge for classifying
students with respect to their learning styles in LMSs.

Keywords: Learning style, LMS, automatic identification, framework.

1 Introduction

Education is a key aspect associated to the development of a country. The knowl-
edge acquired by individuals in educational institutions impact on a country’s
capability for doing research, innovation and technological development as well
as on its economic growth [14]. Educational systems are therefore designed to
facilitate individuals with access to education and to allow them to acquire
abilities and knowledge that can contribute to their own personal and academic
development and to the progress of their countries [2]. Moreover, a crucial
concern of modern societies is the quality of educational systems. This desire for
quality in education becomes a challenge as educational systems are mainly based
on traditional models that consider the instructor as the main actor, minimizing
the role of students as individuals with particular needs and ways of learning.
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This situation has motivated researchers to find novel strategies and methods
aimed at promoting the quality of educational systems [15]. For example, the
availability of mobile devices that can access the Internet and the institutions’
technological infrastructure has open avenues for novel designs of educational
methods based on online learning, social networking tools, and intelligent class-
rooms [1,13]. In particular, LMSs are tools that have greatly benefited from
technological advances and have become a mechanism for improving and extend-
ing traditional educational systems [1,16,17]. LMS are technological tools that
enable the creation of virtual learning environments that include components
for adding and displaying academic material (e.g., lectures, exercises and tests),
communication, defining sequences of activities, among other things. LMSs also
include mechanisms to monitor learners’ academic behavior and to make these
data available to teachers in order to mediate the learning process.

Although LMSs have taken advantage of technology to manage various types
of content (e.g., multimedia), to offer a diversity of communication mechanisms,
complex graphics and efficient user-behavior tracking mechanisms, LMSs are
still in need of mechanisms to provide virtual educational environments in which
learners are considered the main actors in the design of their learning process,
thus contributing to increase the quality of educational systems [8, 16]. This
concern becomes crucial in the academic development of the individual as it has
been recognized that learners have differences in how they acquire and process
information [5,10]. There are several ways for involving learners in the design of
their learning process. For example, monitoring learners’ academic performance
and emotions may inform how learners perceive their learning process and help
to infer their academic interests. Ultimately, this information becomes useful to
personalize the user’s learning environment in a LMS. Although several efforts
have been reported in the literature, these proposals are usually designed and
developed for very specific academic purposes and validated in very controlled
environments [7,11]. The redesign and implementation of these kinds of proposals
in LMSs such as Moodle and Chamilo would require considerable effort.

In this paper, we propose a framework for automatic identification of learning
styles in LMSs such as Moodle. A key goal of the framework design is providing
researchers and practitioners in the field of education with a tool that facilitates
the specification of expert knowledge for classifying students with respect to their
learning styles in educational platforms. We also present an implementation of
the framework, which takes advantage of theories and models of learning styles
reported in psychology and education literature, techniques from the field of
Artificial Intelligence (AI), and advances in technologies for distributed systems.
The proposed framework is not intended to define a mechanism to automatically
identify users’ learning styles with a minimal classification error. Instead, the
presented framework attempts to serve as a guideline for the generation of virtual
learning environments that take advantage of existing technologies and related
literature for the automatic identification of users’ learning styles in LMSs.
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2 Related Work

User-centered learning environments aim at minimizing the weaknesses of tradi-
tional educational systems that follow the “One-Size-Fits-All” model [9]. Person-
alized learning environments are designed to involve learners in the design of their
own learning process and allow them to set their own goals for learning. In these
types of environments, learners progress at their own pace and are supported to
reach their maximum potential by providing access to a wide range of academic
material and teaching strategies, according to learners’ strengths and weaknesses,
and academic and personal interests [4]. A personalized learning environment
consists of two phases:

1. Understand learners’ “situation” in terms of aspects such as their cognitive
and affective state, previous knowledge, abilities, personal and academic
interests, and learning style.

2. Once learners’ “situation” is known, it is necessary to personalize students’
learning environment.

It has been recognized that individuals have preferences regarding the type of
content they use for learning [5,10]. For example, some students prefer watching
videos rather than reading lectures. A key indicator that describes users’ prefer-
ences is their learning style. In general, the learning style is the way individuals
learn [7]. Learning styles allow classifying learners’ behavior according to how
they take the information, how they form strategies to learn, how they under-
stand new concepts, and how they analyze information used to learn a particular
knowledge. The literature reports several studies about learning styles in which
learners are usually classified according to a series of categories. For example:

— Felder and Silverman [5] explain students’ learning preferences based on
four dimensions: active and reflexive learners; sensing and intuitive learners;
visual and verbal learners; and sequential and global learners;

— Kolb [10] propose a model to explain learning styles that is based on four
categories: Diverging, Assimilating, Converging, and Accommodating.

LMSs like Moodle aim at supporting teachers in creating and managing
courses and provide them with a great variety of features that can be included in
a course, such as learning material, quizzes, discussion forums, and assignments.
Moreover, these types of LMSs provide a set of features to support teachers in the
construction, administration and management of courses. Most LMSs treat all
learners equally, regardless of their learning style preferences [8,16]. Recognizing
users’ learning styles may bring many benefits in LMSs. In LMSs like Moodle and
Chamilo, understanding how a student learns makes it possible to personalize
the virtual learning environment by determining which elements comprise such
learning environment, including teaching strategies, academic material, learning
activities, feedback strategies, and communication strategies. Although most
LMSs provide educators, administrators and learners mechanisms for person-
alizing the learning environment, this personalizing process must be carried out
by the instructor, meaning it does not occur automatically.
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The literature reports various attempts to create computer systems that help
with the automatic identification of users’ learning styles [7,8]. The traditional
way is based on the use of questionnaires that learners fill out. However, this
strategy has been criticized as questionnaires usually include more than 100
items, making it tedious for learners to answer the questions or inducing learners
to answer them arbitrarily. The automatic identification approach consists on
monitoring learners’ behavior and building a user model that describes their
preferences. A model for learner classification is then built based on the user
model and the results of applying a learning style instrument to a group of
initial learners. This model is then used to automatically classify learners on the
basis of their behavior and without the need to answer the questionnaire [7].

Although current technology has enabled the construction of highly complex
educational platforms that may help users learn different things, mechanisms for
automatically identifying users’ learning styles in these platforms are still to be
developed. Moreover, most efforts for automatic identification of learning styles
are developed as prototypes that are validated in very controlled environments
[7], making them unsuitable for their use in LMSs like Moodle.

3 Proposed Framework

In this section we present a framework that endows LMSs with mechanisms to
automatically identify users’ learning style. The framework is designed to take
advantage of complex characteristics offered by existing LMSs such as Moodle,
which are tools that have greatly benefited from technological advances.

The idea behind this proposal is to provide a computer-based service that
classifies users of LMSs with respect to their learning style. A key assumption
in the design of this computer-based service is that the behavior of LMS’ users
can be analyzed on the basis of expert knowledge drawn from theories of learn-
ing styles reported in psychology and education literature. In particular, this
computer-based service is designed to identify users’ learning styles taking into
account the following two types of information:

1. User behavior in a LMS: The framework is designed to take into account the
information a LMS is able to monitor about users’ behavior and that is useful
for classifying their learning styles, such as courses completed, activities
initiated and completed, resources visited, test results, the use of forums
and chats, pages accessed and the time and date learners accessed them,
and the type of content revised by learners such as text, images or videos.

2. Expert knowledge about learning style models: The framework uses expert
knowledge in the classification process. It is designed to take advantage of
existing theories and models that explain how learners can be classified in a
variety of categories according to how they take in and process information.
This knowledge may be represented by experts in a variety of ways (e.g., in
the form of simple IF-THEN rules).
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LMS ﬁ

User” Learnin, .
N Classification
Style Classification
Results
Service

Interface for I

Expert
Knowledge

Fig. 1. Framework for the automatic identification of users’ learning styles in LMSs.

Figure 1 presents the main components included in the framework and their
interrelation: LMS, Interface for Expert Knowledge, User’s Learning Style Classi-
fication Service, and Classification Results. The data flow between these compo-
nents is as follows. The User’s Learning Style Classification Service component
is responsible for the classification of users’ according to their learning style.
This component receives data from the LMS and Interface for Expert Knowl-
edge components. The LMS component sends information about users’ behavior
within an educational platform. This information is then analyzed on the basis of
information sent from the Interface for Expert Knowledge. This last component
allows human experts to indicate how the behavior of a learner (within the
context of a particular LMS) should be analyzed in order to infer the student’s
learning style. It is important to note that the framework design recognizes
that LMS differ in the type of information they are able to monitor and that
the representation of expert knowledge may be based on a variety of learning
style models. Finally, the User’s Learning Style Classification Service component
sends the classification results to the Classification Results component, which
presents information about the classification process and the preferences of
learners based on their specific learning style. The results presented by these
components can be then used to personalize the virtual learning environment in
LMS:s.

4 An Implementation of the Proposed Framework

As previously mentioned, one of the main objectives of the proposed framework
is to take advantage of existing LMSs. We believe that these are tools that have
greatly benefited from technological developments and that have proven useful in
the education domain. In this sense, the LMS component included in the frame-
work can be replaced by any LMS. For example, Moodle provides mechanisms to
generate reports of learners’ activities, such as resources visited, test results, and
the use of forums and chats. All these data becomes useful for identifying user
preferences and interests. Moreover, it is possible to add additional features and
functionality to Moodle via plugins, which can be developed to automatically
monitor and send data to the classification component.

According to the proposed framework, models of learning styles reported in
the literature are useful to define how to analyze the information monitored
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in a LMS like Moodle. In Section 2, we mentioned the models proposed by
Felder and Silverman [5] and Kolb [10]. In general, all models classify students
according to a series of categories that explain how learners acquire and process
information. These models include a test or questionnaire to identify students’
learning styles. More importantly, these models provide explanations of learners’
academic behavior and preferences. As shown in Table 1, descriptions provided
by models can be represented in terms of IF-THEN rules. A rule can be defined
for a visual learner: IF the learner usually visit resources of type pictures AND
the learner usually describe activities using diagrams THEN the learner tends
to be VISUAL. Similarly, IF-THEN rules can be defined to determine users’
learning styles based on their behavior. The Interface for Expert Knowledge can
then be designed to introduce expert knowledge in terms of rules. Moreover, an
implementation of the User’s Learning Style Classification Service component
may take advantage of these rules for classifying the data sent from the LMS.

. Inicio

Condicion

Nombre Entrada
Entrada1 &l

Entradal v ||IS v || Termino1 v | WENENTS
Terminos

Termino3 Agregar

Conclusion
Grados de membresia &l
Termino3 v ||(2.0)(3.1) Agregar Salidal v ||IS v || Terminod v | 5%
Termino1(2,0)(3,1) v Reglas

IF Entrada1 IS Termino3 1

IF Entrada1 IS Termino1 THEN Salida1 IS Terminod|
Entrada1 Termino1(2,0)(3.1) Termino2(1,0)(2,1)(3,0) Termino3(2,0)(3,1) IF Entrada1 IS Termino2 THEN Salida1 IS Termino5
IF Entrada1 IS Termino3 THEN Salida1 IS Termino6|

Generar Entrada ‘ Limpiar Formulario ‘

 Crear FCL|

Nombre Salida

Salida1

Terminos

Termino6 Agregar

Grados de membresia

Terminob v ||(1.5,0)(2.5,1) Agregar
Termino4(1,1)(1.5,0) v

Generar Salida ‘ Limpiar Formulario

Salida1 Termino4(1,1)(1.5,0) Termino5(1,0)(1.5,1)(2,0) Termino6(1.5,0)(2.5,1)

Fig. 2. Interface implemented to introduce Expert Knowledge.

We used Fuzzy Classification to implement the User’s Learning Style Classi-
fication Service component. Fuzzy Classification is based on the theory of fuzzy
sets and fuzzy logic. This type of classification assigns learners into a fuzzy
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FUNCTION_BLOCK FCL

VAR_INPUT
Entradal :
END_VAR

VAR_OUTPUT
Salidal :
END_VAR

FUZZIFY Entradal

REAL;

REAL;

TERM Terminol := (2,@)(3,1);
TERM Termino2 := (1,0)(2,1)(3,0);
TERM Termino3 := (2,0)(3,1);

END_FUZZIFY

DEFUZZIFY Salidal

TERM Terminod :
TERM Termino5 :
TERM Terminob :

(1,1)(1.5,0);
(1,0)(1.5,1)(2,0);
(1.5,0)(2.5,1);

END_DEFUZZIFY

RULEBLOCK Nol

AND : MIN;

ACT : MIN;

ACCU : MAX;

Rule 1: IF Entradal IS Terminol THEN Salidal IS Termino4;
Rule 2: IF Entradal IS Termino2 THEN Salidal IS Termino5;
Rule 3: IF Entradal IS Termino3 THEN Salidal IS Terminob;

END_RULEBLOCK

END_FUNCTION_BLOCK

Fig. 3. An example of a FCL file.

set. Importantly, rule-based fuzzy classifiers may be constructed by specifying
classification rules as those described in the previous paragraph. A more detailed
description of Fuzzy classification is out of the scope of this paper (see [12]).
We used the jFuzzyLogic library [3] to implement fuzzy classification in the
User’s Learning Style Classification Service component. This library is written
in Java and implements the Fuzzy Control Language (FCL). In jFuzzyLogic,
all necessary information for the classification task is included in a FCL file:
linguistic variables (used to represent variables that describe user behaviors
and output variables that represent learning style categories), linguistic terms,
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Table 1. Learning style categories and their descriptions (Felder and Soloman [6]).

Active and re-
flexive learn-
ers

Active learners tend to retain and understand information best by doing
something active with it—discussing or applying it or explaining it to
others. Reflective learners prefer to think about it quietly first

Sensing and
intuitive
learners

Sensing learners tend to like learning facts and often like solving
problems by well-established methods and dislike complications and
surprises. Intuitive learners often prefer discovering possibilities and
relationships, they like innovation and dislike repetition.

Visual
and
learners

verbal

Visual learners remember best what they see (pictures, diagrams, flow
charts, time lines, films, and demonstrations). Verbal learners get more
out of words (written and spoken explanations).

Sequential
and global
learners

Sequential learners tend to gain understanding in linear steps, with
each step following logically from the previous one. Global learners tend
to learn in large jumps, absorbing material almost randomly without
seeing connections, and then suddenly “getting it”

membership functions (to express in which degree a leaner belongs to a given

Fuzzy subset)

, linguistic rules (the IF-THEN rules), and other parameters used

for the classification task (e.g., the defuzzifier method).

Figure 2 and Figure 3 show the interface implemented to introduce Expert
Knowledge and the FCL that results from these data. Once the data sent from
the LMS is evaluated by the User’s Learning Style Classification Service using
this data included in the FCL, the classification data is sent to the Classification
Results component to presents the results. Figure 4 shows all the components
implemented and their interrelations.

i

Grafica de Logica
Difusa/Estilos de
Aprendizaje

THEN tip IS
WD _RULEBLOCK
» FUNCTION.BL*

Sistema de Inferencia
Difusa (FIS)

Plataforma Educativa

Fig. 4. A specific implementation for the proposed framework.

5 Conclusions

In this paper

we presented a framework for automatic identification of learn-

ing styles in LMSs. We presented a specific implementation for the framework
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that takes advantage of existing LMSs, models of learning styles reported in
psychology literature, and Al tools like fuzzy classification. The proposed imple-
mentation shows the validity of the framework from a technological perspective.
As future work, we are planning to extend the framework implementation by
including a learning mechanism in the classification phase as well as by including
a second phase that deals with the automatic personalization of LMSs. Further-
more, the proposed framework must be validated by learners and teachers.
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Abstract. In this paper we present advances of a case study designed to
determine which student behaviors are more informative when classifying
LMS’s users according to their learning style. This case study represents
the first step towards developing a mechanism for automatic detection
of learning styles in LMS, which takes into account behavioral, affective
and performance patterns. The contribution of this paper will benefit
researchers and practitioners in the field of educational technology with
interest in generating personalized learning environments based in LMS.

Keywords: Intelligent learning environments, behavioral patterns, au-
tomatic detection of learning styles, learning management system.

1 Introduction

The education model that prevails in most educational systems is character-
ized by a method in which the instruction is the same for all learners, with-
out distinction of their particular learning styles and preferences [?, ?]. This
traditional education model considers the professor as the main actor of the
teaching-learning process, minimizing the role of the learner as an individual
that only receives information [?]. Although this model guarantees and facilitates
access to education for all individuals, it may hinder the development of skills
and learning of most students [?].

For computer science students, the traditional education model represents
an important challenge when learning algorithms [?,7,7?]. The algorithms course
requires students to develop analytic and problem solving skills as well as to
be able to understand abstract concepts related to the design of algorithms.
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Moreover, given that 1) this course is usually offered in the first semester, 2)
students may have profiles different from computer science (e.g., accounting or
business administration), and 3) each student has a different pace and style of
learning, the traditional model may be unsuitable for addressing these issues
and helping to develop the required skills. These characteristics of the algorithm
course demand a teaching-learning process designed to provide personalized
instruction. However, given the multiple constraints in educational institutions
(e.g., in terms of infrastructure and human resources), the number of learners
that must attend a same course is large, making the generation of personalized
learning environments a very complex task.

The generation of learning environments centered on the student can help
to address some of the weaknesses of the traditional education model [?]. A
personalized learning environment is designed to meet the learners’ needs, inter-
ests, rhythms and styles. To establish a personalized learning environment, it is
required the implementation of two mechanisms: 1) a mechanism to understand
the situation of the student in terms of emotional and cognitive states, previ-
ous knowledge, skills, interests, response to situations related to the teaching-
learning process, pace and learning style; and 2) a mechanism to generate person-
alized learning environments that meet the needs of learners once the mentioned
characteristics are identified.

LMS have been successfully used for e-learning [?]. This type of educational
platform aims at supporting teachers in creating and managing online courses
and provide them with a variety of features that can be included in a course
such as learning material, quizzes, discussion forums, and assignments [?,?7]. LMS
focuses on the presentation of educational material and is a suitable tool for gen-
erating personalized learning environments by first implementing a mechanism
for automatic detection of learning styles, so that students are characterized, and
then implementing a mechanism to adapt the instruction to meet such learning
style. The importance of learners’ behavior patterns for the automatic detection
of learning styles in LMS has also increased in recent years, mainly due to the
capabilities of LMS for monitoring and storing data related to the behavior of
users (e.g., browsing patterns, time spent on a course, type of resources used).

In this paper we present advances of a case study designed to determine which
student behaviors are more informative when classifying LMS’s users according
to their learning style. This case study represents the first step towards develop-
ing a mechanism for automatic detection of learning styles in LMS, which takes
into account behavioral, affective and performance patterns. The contribution
of this paper will benefit researchers and practitioners in the field of educational
technology with interest in generating personalized learning environments based
in LMS.

2 Learning Styles and Behavior Patterns

Learning styles describe the manner and the conditions in which learners receive,
process, store and retrieve more effectively and efficiently what they are trying
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to learn [?]. The literature in the field of psychology reports various models of
learning styles that have been used in the automatic identification of learning
styles [?]. The following list shows the categories used to classify learners in some
of these models :

— The Kolb model classifies students into four categories: divergent, conver-
gent, assimilating, and accommodating,

— The Gardner’s theory of multiple intelligence defines eight types of intelli-
gence: logical/mathematical, linguistic, spatial, musical, kinesthetic, natu-
ralist, interpersonal and intrapersonal,

— The Felder and Silverman model proposes four dimensions with two styles
each: processing (active and reflexive), perception (sensory and intuitive),
input (visual, verbal) and understanding (global sequential).

Behavior patterns commonly used in the automatic identification of learning
styles are classified into three groups according to the type of information used
to infer styles: performance, feedback and behavior. Feldman et al. [?] describe
some variables that can be monitored in learning platforms and which can be
used to identify learning styles according to the categories defined in the Felder-
Silverman model. The following list describes some of these variables organized
according to the categories of the Felder-Silverman model:

— Active: number of answered questions and number of performed exercises,

— Reflective: number of visited learning content and number of visits to a
forum,

— Sensing: number of right answers given after seeing an example and number
of correctly answered questions about details,

— Intuitive: number of right answers given after a theoretical explanation,
number of correctly answered questions about concepts, number of correctly
answered questions about developing new solutions,

— Visual: number of right answers given after seeing an image and number of
images clicked,

— Verbal: number of right answers given after reading a text, number of visits
to a forum,

— Sequential: number of times the student chooses to be guided through the
steps of solving a problem and number of correctly answered questions about
details,

— Global: number of times the student chooses to solve a problem straight
away and number of visited outlines.

These variables are also useful to determine the type of user behavior that
needs to be monitored in LMS in order to infer learning styles.

3 Proposal

We designed a case study to determine which student behaviors are more in-
formative to classify LMS’s users according to their learning style. This case
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study represents the first step towards developing a mechanism for automatic
identification of learning styles. This mechanism attempts to take advantage of
common features and functionality in LMS such as Moodle, without making
modifications or extensions to the platform.

The case study consisted in preparing academic resources and making them
available to learners using a LMS. Then, a classification tool is used for analyzing
the user behavior monitored and stored by the LMS and the data obtained from
applying a learning style instrument to participants. This analysis process results
in the definition of behavioral patterns useful to identify user’s learning styles.
Figure 1 illustrates the elements included in the proposed case study and their
interrelationships.

DECISION BEHAVIOR

|
T UDEN TREE PATTERNS

I—) ILS

Fig. 1. Components included in the case study proposed

In the case study participated 134 students enrolled in an introductory course
of computational Algorithms. This course is aimed at first semester students of
Software Engineering at the Technological Institute of Sonora. All students used
Moodle during five days as a support for classroom instruction. The instructional
role of Moodle was to reinforce the topics reviewed each day. Moodle is an
open source LMS, which allows the modification of the system to meet different
needs. Moodle includes mechanisms to show information of learners in terms
of number of access to resources and activities of courses, their qualifications,
participation in groups, forums, chats and others. This information allows the
user and professors to understand the learners’ behavior within the platform.
Based on these advantages of Moodle and the fact that it is highly adopted by
the instructional community, this educational platform was selected as the LMS
to be used in the proposed case study.

The academic resources prepared for learners are related to topics of the
Algorithm course. These resources are in various formats such as lectures, videos,
and presentations. Resources and Activities included in Moodle and presented
to the students were used to obtain information about their behavior. Moreover,
the task component was used to design exercises while the page component
for designing learning content, examples, and outlines. We prepared different
versions of each type of resource in terms of complexity. For example, exercises
were classified as basic, medium and advanced. Moreover, each learning content
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were classified in text, graphic or video. Chats and forums where also used for
learners’ communication and collaboration. All these features are common to
most LMS, including Sakai, Claroline, and RLN.

Once students finished the course, data related to their behavior were ex-
tracted from the Moodle database and combined with the results of the ILS
questionnaire to generate a consolidated database which will serve as a data
source for Weka, a tool that facilitates the data analysis using well-know algo-
rithms. In particular, we will use Weka to generate a learning decision tree in
order to identify patterns of behavior that are informative to infer users’ learning
style.

4 Preliminary Results

The following list describes the steps that have been carried out according to
the case study described in the previous version:

1. Setting up the LMS. Moodle was installed and configured on a server with
public IP to provide access to students via the Internet. Students were
provided with a user-name and password.

2. Course and Content. A new course was configured in Moodle and four
modules included (one for each topic of the introductory algorithms course).
The course content was composed by three basic exercises, three interme-
diate exercises, three advanced exercises, four assignments, four forums for
discussing learners’ questions and contributions, two outline pages, sixteen
examples, six graphic learning content, four text learning content and three
video learning content (see Figure 2).

3. Students Style Identification. Students were asked to answer the Spanish
version of the Index of Learning Style (ILS) questionnaire based on the
Felder-Silverman model (available online) [?]. The first day of the course,
students sent the completed questionnaire and the results page generated by
the site (the learning style of each student). The information of each student
was then captured in the Moodle database.

4. Behavior monitoring. During five days, students used Moodle to send as-
signments and reinforce their knowledge on each topic using the learning
contents, exercises, examples, forums and chat rooms freely without it being
mandatory in any of the cases. To record the student activity, preset options
of event logging in Moodle were also used.

5. Data extracting. SQL queries on tables containing information related to
student behavior within the platform were generated. The SQL queries were
designed to answer the following questions for each student:

— How many exercises does the student visited?

— How many exercises visited by the student are basic, intermediate and
advanced?

— How many learning contents visited by the student are text, graphics
and video?
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How many times the student visited a forum?

— How many times did the student participate in a forum?

— How many times did the student visit the outlines?

— How many times did the student visit examples?

— How many times did the student visit a chat?

— How many times did the student participate in a chat?

— How many times did the student login Moodle and at what time?

6. Data analysis. Students were classified in terms of their learning style based
on the score obtained in the ILS questionnaire, which considers the following
categories of the Felder-Silverman model: active / reflective, sensitive /
intuitive, visual / verbal, sequential / global. Participants were discarded
when their learning style was balanced for all dimensions or when their
scores in two or more categories were high. Students with a clear bias
towards a specific style were easily classified. For example, if a student
had the classification values ACT_REF=equilibrated, SEN_INT=highly in-
tuitive, VIS_VRB=moderated visual, SEQ_GLO=moderated global, then
the style assigned to this student was intuitive. However, if a student had the
classification values ACT_REF=equilibrated, SEN_INT=equilibrated, VIS_-VRB=moderated
visual, SEQ_GLO=moderated global, then it was considered that there was
not enough evidence to clearly define a learning style (in this case the
data were discarded). Table 1 shows the classification criteria used for each
dimension of the Felder-Silverman model.

Table 1. Classification criteria by dimension.

Dimensions Classification Values

ACT_REF Highly Moderated Balanced Moderated Highly
Active Active Reflexive  Reflexive

SEN_INT Highly Moderated Balanced  Moderated Highly
Sensitive Sensitive Intuitive Intuitive

VIS_VRB Highly Moderated Balanced  Moderated Highly
Visual Visual Verbal Verbal

SEQ_-GLO Highly Moderated Balanced  Moderated Highly
Sequential Sequential Global Global

From 134 students enrolled in the course, only 82 answered the ILS question-
naire and after data analysis, 55 students were correctly classified into a learning
style as shown in Table 2.

5 Conclusions and Future Work

In this paper we proposed a case study to determine behavioral patterns for
automatic detection of Learning Styles in LMS. We presented and described the
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Fig. 2. Interface of the LMS including academic material

main components included in this case study as well as phases that were carried
out. Preliminary data extracted from the Moodle database provide evidence for
the feasibility to monitor and record data related to the behavior of students
in an open license LMS without having to carry out special configurations or
functionality extensions. As future work, the data generated in this preliminary
work will be used as input to Weka in order to generate a learning decision tree.
We attempt to employ this technique to determine which user behaviors in a
LMS are more informative when classifying students according to their learning
style. Once behavior patterns are associated to each learning style category, we
will carry out the proposed case study but omitting the application of the ILS
instrument in order to validate the results. We are also planning to monitor
the dynamics of students in terms of their affective state when using the LMS.
The main purpose is to understand how informative are affective aspects for the
automatic identification of learning styles.
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Table 2. Learners classified according to their learning style

Learning Style Frequency Percentage

Active 12 22
Reflexive 6 11
Sensitive 5 9
Intuitive 5 9
Visual 18 33
Verbal 3 5
Sequential 3 5
Global 3 5
Total 55 100
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Abstract. This paper presents the analysis and design of a system based
on multi-agent systems (MAS) by negotiation with JADE framework
(Java Agent DEvelopment) to solve the school timetabling problem. In
the design, the system considers three types of agents; A coordinator
agent responsible for instantiate, create and manage the group agents,
where the number of teacher and group agents depends on each case
study. The group agents perform the negotiation in order to solve the
conflicts between all the teacher agents. The system takes the time,
space, activities and other type of constraints by FET (Free Timetabling
Software) format in an XML and to prove the algorithm were considered
for the analysis and experimentation the case studies Belize, Brazil, Spain
and UK.

Keywords: Agent, multi-agent system, timetabling, xml, objective func-
tion, FIPA.

1 Introduction

Humans on daily basis plan what activities do in a day and in a certain period
of time, but the problem is to select, assign resources and time to obtain a
set of activities in an organized manner, resulting a schedule where the order
and completion time is important. The persons who performs the schedules
should consider different factors such as priorities, time to devoted activities,
space availability, cost and valuation of the consequences, satisfying a set of
hard and soft constraints [19]; the hard constraints are actions that must satisfy
all circumstances, while soft constraints represent a greater flexibility, can be
able to satisfy or not, reflecting a temporal relation between activities, given the
limited capacity of shared resources.

A common problem behind these assignments is the problem of timetabling
problem (TTP). In the area of computer science, the timetabling represent an
optimization problem that belongs to the family of the NP (non-deterministic
polynomial time) problems [19]. The NP problems have a computational com-
plexity with a large space search or combine all possible solutions to a problem,
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where the goal is to find “good” solutions by an evaluation function that de-
scribes its quality in an “acceptable” time.

In some cases, the problem is formulated as a search problem, trying to find
a schedule satisfying all the restrictions (hard and soft), while in other cases,
the problem is formulated as an optimization problem, trying to find a schedule
that satisfies all the constraints hard and minimize (or maximise as appropri-
ate) through an objective function the soft constraint, applying optimization
techniques to a search problem.

This type of problem is only permitted only for a small number of cases
(e.g., less than 10 courses) [19], whereas real instances usually may involve a few
hundreds of courses. The problem is still present, even though there are different
methods that have been developed and used to solve the timetabling problem
on specifics departments and institutions which are not universal methods so a
proposed solution cannot solve “any TTP” problem [20].

The different proposed methods to solve the timetabling are rarely compared
with each other by the lot of number of different variables and different ways
of quantifying the constraints raised from different policies and practices, which
each has its particular characteristics courses assignment. The comparison is
necessary to determine what is or are the best computational methods given the
different types of data schedules, allowing discard simple techniques, through a
manner in which the information it is represented and exchange and unify the
restrictions given the different institutions. The eXtensible Markup Language
(XML) is used as a standard for data storage, making it useful for several appli-
cations that communicate with each other, in addition to exchanging information
between different platforms.

2 Theoretical Framework

2.1 School Timetabling Problem

In the school timetabling problem there are “participants” in a fairly general
sense, i.e. teachers, classes, lecture halls, laboratories, pieces of equipment, and
so on. In addition, there exists a set of “hours”, sometimes called time slots or
periods. The term “availabilities” describe for every participant the subset of
hours in which he (it) is free, willing or able to participate in one of the lessons,
lectures, conferences or examinations in which he (it) is involved. The latter
events are subsumed under the notion of a meet. Every “meet” is described by
the collection of participants which have to come together and by the number
of hours required for it [20]. The class-teacher timetable problem is obtained if
every meet keeps busy exactly one teacher and one class as participants. However,
there may be a demand for a meet, which consists of a gymnastics lesson to be
held by a male teacher and a female teacher each in different gymnastic hall at
the same time. Finally, there may be preassignments of some meets to hours.
Given such a situation, a timetable is a schedule assigning to all these meets
the precise number of hours required, so these hours are available for all partic-

Research in Computing Science 106 (2015) 80



Design of Multi-Agent System for Solution of the School Timetabling Problem

ipants of the meets and such that, as a fundamental requirement, none of the
participants is scheduled twice in the same hour.

However, there is a diversity of special requirements a timetable must observe
depending heavily on the type of school and on administrative peculiarities of
the country [20]. If not, can be problems, is why the problem should consider the
following recommendations: consider the division of the set of hours into days if
the scheduling cycle is the week. For some participants (namely the classes), it
is necessary to avoid free hours between other lessons; they may have free hours
only at the beginning or the end of a day. Some subjects require consecutive hours
not straddled by a break. There may be limitations on a teacher’s daily load, and
it may be necessary to provide every teacher with a free day. Subjects taught
several times a week should be spread evenly throughout the week. Teachers
may indicate a preference on the length of the interval between their lessons. Of
course, not all of their claims are equally important; some are merely aesthetic
constraints (soft).

The requirements between school levels are different. While in schools, the
size of a class is of minor interest, it becomes important at universities, because
the number of students in a lecture may vary [20]. In universities the rooms can
be selected from a set of rooms of comparable size, while schools each class can
be busy all the time by the same teacher. On the other hand, the requirement
for the distribution of free hours over the week of either students of lectures are
far less restrictive.

There are a large number of variants of the timetabling problem, which differ
from each other on the type of institution involved (university or school) and
the type of constraint. Therefore [19] classify the timetabling problem into three
main classes:

— School timetabling,
— Course timetabling,
— Examination timetabling.

In school timetabling the scheduling is weekly for all the classes at school,
avoiding two teachers meeting classes at the same time, and vice versa, while
the course timetabling, the scheduling is weekly for all the lectures of a set of
university courses, minimizing the overlaps of lectures of courses with common
students. The examination timetabling, the exams scheduling is for a set of uni-
versity courses, avoiding the exams course overlapping with common students,
and spreading the exams for the students as much as possible. Such classification
is not strict, some problems can fall between two classes, and cannot be easily
placed within the above classification [19].

2.2 Distributed Approaches

This section provides a review of work with MAS, in the literature there are a
large set of optimization techniques to solve the TTP from the appearance of
meta-heuristics in 1983 [21]. In [7], proposed a resolution with multi-agent once
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the schedule is built, presenting problems of allocating the groups when they are
moving from one room to another. A year later[5] arise a model to decompose
the secondary scheduling problem into sub-problems and solve each sub-problem
in parallel by a decomposition algorithm used to divide a graph in sub-graphs
running on a different machines.

After that, in [25,26] presents two works with MAS. The first, used two
mobile agents whose behavior was to verify daily conflicts, while the second
work, the agents represent the hard constraint. In [11] presents a hierarchical
approach combining a small recursively form in a large one. Also, in [12] presents
the problem of school TTP using the model of parallel processing using ‘coarse
grained’ facilitating the exchange of cases and the creation of multiple solutions
in parallel. Finally, [15] present the problem course timetabling with MAS from
a distributed approach.

In all works with MAS, are limited in the specifications of the restrictions
and the way which the agents resolve the conflicts, also the works doesn’t have
a good abstraction and implementation of the problem lacking of information to
be implemented in other case studies, being then particular implementations.

2.3 Problem Representation

The unavailability interchangeable TTP benchmarks in a uniform format to
express different sets of data and facilitate the public use of these problems, until
in [18] UniLang language is presented to define school, course, examination in a
language similar to XML format, presenting a tester to validate if a scheduling
satisfy with all the requirements and limitations defined by the problem.

In [10] is created the language called STTP (School TimeTabling Problem)
with the same XML structure to specify the TTP for high schools and evaluate
solutions to these problems. Then, in [17] takes a similar approach to XML
format with his own specifications and structure called XHSTT (Xml High
School TimeTabling) to facilitate the exchange of data and promote the research
in this area for high school with 16 different case studies of different countries
located in a repository for a public access with an evaluator.

In [4] an XML format is presented with his own structure and extension called
FET with 22 case studies of different countries, located in a repository for a free
access. FET has specifically different types of restrictions to their representation
in addition used as a tool to capture the problem.

2.4 Existing Software

Nowadays exist software commencial and free that tries to solve the TTP. Every
software uses their own optimization techniques and structure restrictions, while
others only are a support tool for the allocation of schedules manually. Within
the commercial software are aSCTimeTables and Mimosa; aSCTimeTables [1]
allows the automatic scheduling which does not specify the search method and
the restrictions. The Mimosa software [14] allows the automatic scheduling for
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schools, meetings, courses and conferences planning without specifying the solu-
tion method and restrictions.

Moreover in free software are FET, iMagic, Mimosa 12 Scheduling Soft-
ware, openSIS, TimeFinder, Lantiv and University Timetabling Comprehensive
Academic Timetabling Solution; FET [4] is a GNU license which allows the
scheduling automatic in particle swarm, specifying also its structure of the
problem and restriction in XML format. iMagic [8] allows the TTP automatically
without specifying the search method for a solution and a restrictions. Mimosa 12
Scheduling Software [14], has also a free version with a solution automatically
without specifying the solution method and format restrictions. openSIS [16]
allows the TTP, also as a tool to fill the grades and inscriptions information
without specifying the solution method and format restrictions. TimeFinder [22]
uses an optimization algorithm which is not specified as well as the restrictions.
Lantiv [13] is a software that serves as a tool for programming schedules man-
ually without specifying the structure of the restrictions. Instead, University
Timetabling Comprehensive Academic Timetabling Solution[23] is open source
with GNU license that allows the scheduling of examinations and uses minimizing
conflicts with local search using constraint programming (variables, values and
limitations) without specifying the format restrictions.

3 Multi-Agent System

A Multi-Agent System (MAS) is a system in which several agents interact and
pursue a set of goals or tasks to achieve a goal [24]. The agent’s features have
utility function on a set of goals. Among the techniques that the utility function
agents have is to increase it in the points below:

— Coordination,

— Cooperation,
Directed behavior,
Planning,

— Communication.

3.1 Agent Platform

Exist an organization called The Foundation for Intelligent Physical Agents
(FIPA) responsible to produce software standards specifications for heteroge-
neous and interacting agents and agent based systems. In the elaboration of
those standards, it is used for interoperability between utility-based agent devel-
oped by different companies and organizations. The FIPA organization belongs
to the IEEE Computer Society standards for their standards, interoperability
and software development that promote with the agent technology and other
technologies [5].

The agent platform (AP) provides the physical infrastructure in which agents
can be deployed. The AP consists in machines(s), operating system, agent sup-
port software, FIPA agent management components (DF, AMS and MTS) and
agents.
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3.2 Agent Management Reference Model

Agent management provides the normative framework within which FIPA agent
exists and operates. It establishes the logical reference model for the creation,
registration, location, communication, migration and retirement of agent [6].

The agent management considered an AP which provides the physical infras-
tructure in which agents can be deployed. The AP consists of four components
called Agent, Agent Management System (AMS), Directory Facilitator (DF) and
Message Transport Service (MTS). The first three components are especial types
of agent that support and management of agent, while the MTS provide a deliv-
ery message service. The function of this element is located in the specification
on web site of FIPA [6].

The internal design of an AP is an issue for agent system developers and
is not a subject of standardization within FIPA and the entities contained
in the reference model (Fig. 1), between then: external software, agent, agent
management system, directory facilitator and message transport service.

Software

Agent Platform

Agent

Agent Management Eal:l‘i:tt:tg'
System

I l I

Message Transport System

Message Transport System

Agent Platform

Fig. 1. Reference architecture of a FIPA Agent Platform.

3.3 Agent Platform Implementation

An AP provides the physical infrastructure in which agents can be deployed
for archives their goals. FIPA presents a list of mayor implementation of MAS
development with public access [5].

Of the 11 platforms that meet the standards of FIPA, JADE was considered
because has the advantage of being updated [9] unlike April, FIPA-OS, Grasshop-
per, Java Agent Services API, LEAD and ZEUS. Also, JADE is free and Open
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Source unlike CAPNET and JACK that need license. JADE present security
features for authentication connections, user validation and message encryption.
Besides, presents a complete graphical interface, great documentation and high
acceptance in companies, scientific community and development projects.

In addition [9] has the advantage of being able to distribute into different
containers or equipment in a remote mode in order to reduce the number of
threads per host on different computers even though they don’t have the same
operating system. Besides, another feature of JADE is that can be managed
through a graphical interface for the communication between platforms. JADE
system is made by one or more agent containers, each one with different java
virtual machine (Fig. 4).
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Fig. 2. JADE Agent Platform distributed over several containers.

4 Methodology

4.1 Constraints Representation

This section describes the structure and design of FET. First FET has the
advantages of being available, defined structure, easily public access, many case
studies from different countries presented, besides being portable with many
constraints divided into four groups shown below:

— Time, — Activities,
— Space, — Other type.

The ‘time constraints’ have the constraint ‘not available’ that correspond

to the day time where teacher or group mustn’t be an activity assigned. The
constraint ‘'max days per week’ are the days allowed per week that a teacher
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could teach a class, several teachers, a group or several groups for activities.
The ‘max gaps per week or per day’ are an unused timeslot or several between
two activities. The constraints ‘max or min hours daily’ are the hours or groups
can have daily and finally ‘max hours continuously’ are the hours that can be
assigned to a specific teacher or group or all the teachers or groups belonging
to the institution, this constraint can be used to affect the minimum number of
gaps per day.

In the space constraints ‘Home room’ is when a teacher, teachers, group or
several groups have a default room or rooms. While ‘Max building changes per
day or week’ are the times they have permitted to move between buildings per
day o per week and finally the restriction ‘Min gaps between building changes’
are an unused timeslot or several between two building changes.

In order to know the activities restriction it is necessary to know how an
activity is made. An activity are made by a teacher, subject, students (group),
duration, total duration, an identifier (id), and identifier of group activity, active
and comment, which a teacher has a set of activities that are linked with the
corresponding group, so a set of activities make up a schedule.

Given the attributes of an activity, it’s possible to assign them either individ-
ual or in a group, within the ‘activities constraints’, the constraint ‘An activity
has a preferred starting time’ is when one activity have a special period to
be assigned, moreover the constraint ‘An activity has a set of preferred starting
time’ correspond the set of activities preferred to be assigned. The slot constraint
have ‘An activity has a set of preferred time slots’ is when one activity has a
set preferred slot to be assigned. The constraint ‘A set of activities has a set
of preferred time slots’ correspond a set of activities. The constraint ‘Min n
days between a set of activities’ is when a set of activities should be instructed
on different day. The constraint ‘An activity ends students day’ is the activity
that mush end a student’s day and that activity have a common attribute like
a special subject, while the constraint ‘A set of activities ends students day’
correspond a set of activities. The activity ‘A set of activities has same starting
time’ is when a set of activities should be starting in the same day an hour, while
the constraint ‘A set of activities has same starting day’ is only for a day and
the constraint ‘A set of activities has same starting hour’ is only for an hour.

Also the constraint ‘2 activities consecutive’ are activities that are one after
each other as opposed to ‘2 activities are ordered” which the activities can be
assigned in the morning and the other in the afternoon no matter other activities
is or are in the middle. The constraint ‘Min gaps between a set of activities’ are
the slot unassigned to allow mobility group and finally ‘A set of activities are
not overlapping’ the activities never be assigned in the same slot.

The ‘other restrictions’ not correspond any of the above classifications but
are important, within them are the ‘Basic compulsory time constraints’, ‘Basic
compulsory space constraints’, ‘Break’; ‘A room is not available’ and ‘Preferred
room(s)’. The constraint ‘Basic compulsory time constraints’ a teacher never
has to instruct two or more activities at the same time, also students must have
maximum one activity per period. In the ‘Basic compulsory space constraints’
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the rooms will never include two or more activities. The constraint ‘Break’ is the
way to say that all teachers and students are not available regularly to indicate a
break for lunch and finally ‘A room is not available’ for a subject, group, teacher
or activity.

4.2 Multi-agent System Design

In the system design of multi-agent platform for the solution of timetabling
problem the agents/actors are created in 3 different stages throughout the system
(Fig. 3). The stages of multi-agent system are explained in detail in the following
sub-paragraphs.

) Second stage Third stage
First stage
Groups Teachers Teachers
Teachers P Sreups
PR DE— ¢
Group#l P Group#1
Teacher #1 A
reacher: *
Group#2
Teacher #2
-
Group#3
Coordinator %
) s
Teacher #3
DB -
@ Gouwis
B o
Teacher #4. Group#6
B -
Groups7
Teacherss
moet

Fig. 3. Design of multi-agent system (MAS).

4.3 Negotiation Strategy Design: First Stage

In this first stage a coordinator agent is created, register with the DF and is the
responsible for manage the agents teachers and groups. The coordinator take
the activities constraints through an XML file that contain the information of
the institution of the case study, also the coordinator agent read the file and
create the agents teachers who are registered with the DF, their obtain their
constraints and activities, then based on their activities, perform their selfish
proposal individually according to their preferences, as long as their respect
the general constraints of the institution but respecting part of the schedule
suggested by the teacher. The agent professor when finished making the schedule,
notify the coordinator.

87 Research in Computing Science 106 (2015)



César Covantes, René Rodriguez
4.4 Negotiation Strategy Design: Second Stage

In this second stage when all the teachers are in status ready, the coordinator
agent creates the agents groups, and each group is register with the DF, the
groups obtain the restrictions, activities and the request the schedule of every
teacher using the FIPA-request protocol (Fig. 4.A), being the initiator the group
on request the teacher schedule and the participant the teacher sending by a
response his/her schedule.

FIPA-Request-Protocal ] FIPA-Iterahed-Cuntrﬁc‘tNel-ProtooDQ
| Initiator | ‘ Participant l ‘ Initiator | | Participant
T r
H H
m
H request £l cho
T 1
| H
1 | ;o
: | oo
il ! refuse
1
i refuse n
| [refused] i dl‘.’a“'
I < ine
f i
agree i k=n-|
[agreed and Broposs
notification necessary] reject-proposal-1:
[nenfinal reject-proposal
: 5 kel >
failure Hormtion :I
cfp-2: clp
reject-proposal-2
reject-proposal
inform-done : inform

T
[final accept-proposal i
iteration] 0%k

[ | > lagfeed]
inform-result : inform

A) FIPA request protocol - Second stage. B) Iterated Contract - Net Protocol.

failure

= I:‘_ i _q._-_- e

Fig. 4. FIPA Protocols.

4.5 Negotiation Strategy Design: Third Stage

Once all teachers have sent their schedule to the agents group, the agents group
verifies if exist a conflict; if exist with a day and hour, the group sends the
schedule with the available space to all the teachers involved in the conflict to
propose a new position until the agents teachers does not present any problem
to move or when they respect the largest number of restriction by an evaluation
function. The teachers send the proposal requested by the agent group who
evaluates all the proposals received in order to accept/reject the proposals or if
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is necessary request another position (day and hour) to the agent teacher if the
space has already been occupied (assigned) for another negotiation that perform
in parallel because exist several negotiations and wins who evaluate and assign
first.

The above, for being a distributed approach where all groups are trying
to resolve conflicts simultaneously with all teachers, there are cases where a
teacher has a conflict with other teachers in several hours with different groups
and the same teacher send the same position for different groups, so the group
validates and if it was assigned the agent group request a new negotiation to the
teacher to provide a new position. The implemented negotiation protocol is the
iterated contract-net where de Initiator is the agent group and the Participants
the teachers (see Fig. 4.B).

In contrast to contract-net protocol, the iterated contract-net protocol allows
new negotiation rounds and is useful when there are cases as mentioned above
with several negotiations in occupied spaces, and then the group request each
teacher to send another proposal. The way in which the agent group accepts or
rejects the proposals of teacher’s agents will be explained below with six possible
scenarios with three teachers as show in Table 1.

Table 1. Scenarios with three teachers.

Scenario 1

Scenario 2

Scenario 3

Teacher 1: 0 | Teacher 1: 100 | Teacher 1: 100
Teacher 2: 0 Teacher 2: 0 Teacher 2: 100
Teacher 3: 0 Teacher 3: 0 Teacher 3: 100

Scenario 4

Scenario 5

Scenario 6

Teacher 1: 100

Teacher 1: MAX

Teacher 1: MAX

Teacher 2: 200

Teacher 2: MAX

Teacher 2: MAX

Teacher 3: 300

Teacher 3: 300

Teacher 3: MAX

In an evaluation of conflicts that makes a group in the scenario 1, the three
teachers no present a problem to move to another space, so the agent group cancel
the request for only one teacher randomly, while others accept and change them.
In scenario 2 the teacher 1 can be change for a new position but not respecting
one or more constraints with a weight of 100 as a result of an evaluation function
while the others teachers have no problem to move. The group cancels the request
of professor 1 and accept the new position the teachers 2 and 3. In the scenario 3
due all the teachers have problems in enforcing restrictions with the same weight,
the group performs the same procedure in the stage 1, cancel one at random and
accept the rest teachers.

In scenario 4, the group cancel the request of professor 3 because present
the major problem to move, while the others the group accepts them his new
position. In stage 5, the teachers 1 and 2 have a maximum value implying that
they didn’t find an available position, which whereby the group cancels one of
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the professors 1 and 2 at random and only accepts the teacher 3, and finally on
stage 6 none teacher found a new position which the group accepts the teacher
request without making changes.

5 Experiments and Results

5.1 Selection of Case Studies

This section describes the experiments and results obtained by implementing the
algorithm based in multi-agent system negotiation to resolve conflicts between
teachers. In this experimentation process they were considered four case studies
at random from a 22 countries. These case studies are freely available in a
repository by FET [4].

The countries considered for the experimentation are; Belize, Brazil, Spain
and UK, which each one have a specific characteristics in hours, day, groups,
teachers, subjects, and activities. The activities of Belize and Spain were mod-
ified because there were null data, Belize with a total 952 were 249 null data,
while Spain a total of 1086 activities were found 269 data null, giving as a result
the data shown in the table 2.

The countries considered for the experimentation are; Belize, Brazil, Spain
and UK, which each one have a specific characteristics in hours, day, groups,
teachers, subjects, and activities. The activities of Belize and Spain were mod-
ified because there were null data, Belize with a total 952 were 249 null data,
while Spain a total of 1086 activities were found 269 data null, giving as a result
the data shown in the table 2.

Table 2. Characteristics of the case studies.

Belize|Brazil|Spain|UK
Days 5 5 5 6
Hours 6 5 7 5
Groups 23 16 185 | 46
Professors| 44 27 56 | 26
Subjects 24 12 78 | 25
Activities | 703 400 817 [163

Within results also was develop a system to validate the proposed model, in
the Fig. 6 shown the interface execution in the case of Brazil and so for each of
the selected cases, in order to see the details on the development (cf. [2]). In this
execution is shown the agent coordinator; the first column indicates the name
of the agent (agent), the second the type of agent (Type of Agent) in case of
teacher or group and finally the agent status (Status). The Fig. 6 refers to the
first stage that was shown in Fig. 3.

Also, to validate the second stage of the model in Fig. 3, the system shown
in Fig. 6 was implemented once all teachers are ready in status ‘Ready’, the user
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Fig. 5. Screenshot coordinator GUI with teachers.

can press the button Start. The teachers send the proposals to the groups and
the groups check the spaces where exist conflicts to start the part 3 of negotiation
between the teachers involved.

5.2 Conflict Resolution

In the experiment, for each case study were considered 30 executions in order
to identify the average of the conflicts presented by each group as well as the
unresolved conflict, the initiated protocols and the number of message between
agents. The table 3 shows the results of case studies.

Table 3. Results of case studies.

Found conflicts

Resolved conflicts

Initiated protocols

Messages

Total

Average

SD

Total

Average

SD

Total

Average

SD

Total

Average

SD

Belize

3752

125.07

6.02

3505

116.83

5.25

11340

378

8.26

50845

1694.83

44.74

Brazil

4149

138.30

7.30

3067

102.23

5.72

11095

369.83

8.67

51369

1712.30

49.77

Spain

369

12.3

2.83

369

12.3

2.83

13800

460

3.29

42865

1428.83

22.05

UK

3

0.1

0.31

3

0.1

0.31

7083

236.1

0.31

21260

708.67

2.04

The results of Belize the average have 125.07 (£ 6.02), are resolved 116.83 (+
5.25) and 8.23 (+ 3.18) are unresolved, while the initiated protocols the average
is 378 (£ 8.26) and messages between agents 1694.83 (£ 44.74). In the results
of Brazil the average have 138.3 (£ 7.3) conflicts found in a initial way, 102.23
(% 5.72) are resolved with the algorithm and not resolve by the algorithm 36.07
(£ 6.83), while the average in the initial protocols are 369.83 (+ 8.67) and the
exchange message between agents are 1712.3 (£ 49.77). The results of Spain show
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Fig. 6. Screenshot coordinator GUI with teachers and groups.

the found conflicts and resolved with the same average 12.3 (£ 2.83), taking a
little variability between the conflicts fully resolved with the algorithm, while in
the case of UK only 3 iterations showed conflicts which could solve having an
average 0.1 (£ 0.31).

The following figures show the result of table 3 by iteration according to
conflicts found, resolved and could not solve it. In Fig. 7.A the result shown
Belize, while in Fig. 7.B the results of Brazil.

Belize Brazil
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A) Belize resolved conflicts. B) Brazil resolved conflicts.

Fig. 7. Belize and Brazil resolved conflicts.

The Fig. 8.A shows the results of the case study Spain, which shows the
overlapping results from the conflicts because the algorithm could solve in fully
the conflicts, while Fig. 8.B shows the results of the case UK with only 3 conflicts
that could be resolved with a difference of zero having no conflicts in other
iterations.

The graphs show the variability of conflicts for cases of Belize and Brazil, the
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Fig. 8. Spain and UK resolved conflicts.

graphs behave similar because its characteristics has less space for the allocation
the activities of teachers in contrast to Spain and UK, also in conflicts found
in Belize and Brazil the teachers from an initial state have a schedule that
more adapt his/her convenience, imposing more restrictions, while in Spain and
UK the teachers impose fewer restrictions, resulting in greater variability in
assignment activities.

6 Conclusions and Future Work

The contributions in this work is a system that implements a multi-agent system
through negotiation to resolve the school timetabling problem allowing the incor-
poration of general constraints to model different case studies, regardless of the
institution or country that want to solve as long as comply with the restrictions
and standards of FET.

Another contribution of this work is to allow the agents to interact and solve
conflicts in a dynamic way and not deterministic, also one of the advantages
of the proposal is that it is compatible with FIPA specifications to implement
recognized standards, as well as present regardless of the operating system. In
the part of the system like advantage to implement multi-agent system it was
possible to consider the initial proposals of teachers, be a difficult task for other
techniques that have to generate solutions and validating every assignment.

Based on the result shown in tables and graphs, it’s clear that multi-agent
systems can in great measure resolve the conflicts; solving in the case of Belize
93.41%, also with Brazil 73.92%, whereas Spain 100% and UK 100%.

As a part of the future work it is necessary to implement the missing con-
straints. Validate the results obtained with Multi-Agent Systems and compare
the solutions generated by FET that implements a particle swarm technique.

Another point to be addressed in future research will implement a new tech-
nique to solve conflicts that they could not resolved through a similar technique
proposed by researchers [3] through Eco-Problem-Solving.
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