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Abstract. Image classification is an important task for the organization
and analysis of visual information. According to the literature one of the
most important concepts is the visual word; a visual element that repre-
sents a set of visual-similar regions. The Bag-of-Visual Words (BoVW)
is one of the most widely used approaches in High Level Computer Vi-
sion (HLCV). The BoVW is an histogram of the occurrence of visual
words in each image, which is in some way inspired by the Bag-of-Words
(BoW) used in Natural Language Processing (NLP). In spite of the suc-
cess of BoVW, it has the same limitations of BoW (e.g., the overlook
of the spatial context). In this research proposal we bear in mind the
successful evidence of visual words in HLCV, and we take the analogy of
visual-textual words to a new higher level. This is, by designing methods
inspired in NLP, we aim to consider contextual (e.g., spatial, sequential),
and high level (e.g., semantic) information among visual words. However,
bringing NLP like approaches pose several nontrivial problems, for exam-
ple: i) the definition of analogous attributes (visual-textual), ii) a suitable
strategy to interpret images; documents can be read only in one direc-
tion, but in images we have a 2D plane without an specific way to read
them, iii) the way to extract high level information (e.g., semantic). This
paper presents the proposed research methodology and through prelimi-
nary results, we provide strong evidence of the feasibility of this research.
For this, a popular NLP technique is used to improve the BoVW; the
Bag-of-Visual n-grams (BoVN). The idea is evaluated in the challenging
task of Histopathology image classification overcoming the BoVW and
an state-of-the-art approach based in language models.
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tion, histopathology.
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1 Introduction

Nowadays there is a huge amount of images available through different media
sources. In many situations all this information is useless without appropriate
tools for analysis. In this regard, image classification is one of the most impor-
tant tasks for the organization and exploitation of visual information for different
areas. The representation of images is one of the key procedures for successful
models in classification. Currently one of the most widely used approaches in
the state-of-the-art of High Level Computer Vision (HLCV) tasks is the Bag-of-
Visual Words (BoVW). The BoVW is somehow inspired by the Bag-of-Words
(BoW) representation of text mining (see e.g., [16]). Under the BoW formu-
lation, vocabulary vectors representing documents are built, and each element
of the vector indicates the presence or absence of each word in the document.
Similarly, in HLCV tasks a vocabulary of visual word is generated (clustering
feature vectors representing image regions and taking the centroid of each clus-
ter as a visual word) in order to represent images through vectors that accounts
for the occurrence of visual words in each image (see Figure [3). The BoVW has
been successfully used in several HLCV task including: medical image catego-
rization [2}|3], texture and object classification [20], video retrieval [15], image
retrieval [18], human activity recognition [19], etc.

Problem to solve: Notwithstanding the fact that visual words approaches
(like BoVW) are widely used, they usually do not exploit the contextual (spatial
relationships) and high level (e.g., semantic) information among visual words.
Spatial context has proven to be useful to increase the performance of sev-
eral HLCV tasks (see e.g., [5,/9]). In this direction, contextual and high level
information among visual words could be captured taking the analogy visual-
textual words into a complete new higher level using Natural Language Process-
ing (NLP) approaches.

Main Objective: Designing and developing methods for image classifica-
tion, which based on the concept of visual word and inspired by NLP approaches,
can model contextual and high level information to improve the classification.

Main Contribution: the design of novel and effective HLCV methods in-
spired by NLP, that consider the properties of the image domain to exploit effec-
tively contextual and high level information among visual words. For example,
novel methods based on: n-grams (sequences of n elements), weighting schemes
(weight functions for the visual elements), semantical distributional analysis, etc.

In this context, the interest of this research lies in a relatively young area, the
intersection of the fields of NLP and HLCV, which has been the main subject of
study of different forums and works [1}[14/17/[18]. To design a successful approach
we focus on techniques that have proven to be highly useful in NLP. To figure
out whether the best approaches in NLP have the opportunity to improve visual
words methods, we begin exploring one basic, intuitive, yet effective idea of NLP;
n-grams. n-grams are sequences of n elements which have proven to be very useful
in text categorization tasks for capturing the context |[16]. Through the achieved
results, we show the feasibility of this proposal giving two main contributions:
i) a method to extract n-grams from visual words, and ii) the way to effectively
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use n-grams as attributes for a classifier. The proposal overcomes the traditional
BoVW and an state-of-the-art approach based on language models. The rest
of this paper is organized as follows. Section [2] describes the proposed research
methodology. Section [3|describes the dataset. Section [d]introduces our approach.
Section [5] shows and discusses preliminary results. Finally, Section [6] shows our
conclusions and indicates the paths of future research.

2

Research Methodology

The research methodology is as follows (main contributions are steps 3 and 4):

1.

2.

Identifying and obtaining copora: To find datasets with challenging

peculiarities that NLP methods could handle (e.g., contextual information).

Analyzing and developing methods to extract visual words: To iden-

tify methods to get a better analogy between visual-textual words, our initial

paths considers: i) Extraction of regions through regular grids [13], and ii)

Extraction of regions through key points |12].

Proposing a set of new representations inspired in NLP to cap-

ture contextual information: For this, we consider the following three

approaches as the best candidates, which aims to capture contextual infor-
mation at different levels:

(a) Sequences of visual words to capture the pure local context:
The general idea is to use sequences of elements similar to the n-grams
(sequences of n words) for text mining [6]. A challenge here consists
in defining a suitable way to extract such n-grams. This is because in
contrast to text documents, in images we have a 2D plane, and the way
to read the elements is not defined.

(b) Locally weighted bag of words to capture local-global context:
Using this approach a higher level of contextual information can be cap-
ture [4]. Through this representation it is possible to assign different
weighs to several parts of a document, which in analogy could facilitates
to focus in relevant image regions.

(¢) n-gram graphs to capture the pure global context: In the classic
text mining graphs of words [7], nodes would represent visual words,
which are connected among them by edges modeling the co-occurrence,
frequency and order. Such graphs allow to capture global information
about the elements in the target object (images).

Proposing a set of new representations inspired in NLP to capture
high level information: For this we consider the following three approaches
as the best candidates, which aims to capture high level information (e.g.,
semantic) when bringing to the image domain.

(a) Concise Semantic Analysis (CSA) of visual words: This is an
special distributional semantical representation, which through the use
of low-dimensional vectors, allows to capture relationships among docu-
ments and the target classes [11]. In analogy, adapting this approach is

Research in Computing Science 71 (2014)



66 A. P. Lopez-Monroy et al.

possible to build image vectors that highlights discriminative relation-
ships with each target class.

(b) Knowledge based hierarchies (is-a hierarchies): These kind of
hierarchies are widely used in text mining to represent semantic rela-
tionships among words of specific domains. Similarly, having a hierarchy
for visual words would makes possible to capture different information.
Building such hierarchies for visual words is challenging, but could be
achieved in different ways (etc. using the hierarchy produced by a hierar-
chical clustering, using distributional semantical representations, etc.).

5. Designing and implementing a method to integrate the informa-
tion extracted by the NLP inspired approaches: This last step in-
volves to take advantage of different spaces of information. There are several
ways in the literature to achieve this combination (e.g., classifier ensemble
techniques, multiple kernel learning, etc.) [§].

In the following section, we present the work done so far. For this, we describe
the initially dataset, then we explain the process to build the visual words and
extract visual n-grams to improve BoVW (item 3(a) of the proposed methodol-
ogy). Finally, we discuss the obtained results and future avenues of inquiry.

3 Description of the Image Collection

The proposed methods and representations in this research will be evaluated
using several image collections ranging from natural to medical images (selected
collections depend of the Step 1 of the methodology). For the evaluation of the se-
quences of visual words we initially perform experiments using an Histopathology
image collection. We decide to use this kind of images, because their visual tis-
sues structures (healthy or pathological) make them challenging. In this images,
classification is related to pathological lesions and morphological-architectural
features which can be captured by our proposed visual n-grams (see Figure [1)).

Fig.1: Example of histopathology images from skin biopsies with healthy and
pathological tissues (basal-cell carcinoma), left and right respectively.

In the evaluation we use a dataset of 1417 histopathology images, annotated
by a pathologist, describing the presence of architectural features, and patho-
logical tissues . Each image might belong to one or more of 7 categories (see
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distribution in Table . To evaluate our approach we built a binary classifier
using an standard one-vs-rest approach.

Histopathology class positives negatives
1. basal-cell carcinoma 518 899
2. collagen 1238 179
3. epidermis 147 1270
4. hair follicle 118 1299
5. eccrine glands 126 1291
6. sebaceous glands 136 1281
7. inflammatory infiltrate 99 1318

Table 1: The seven binary problems of the 1417 Histopathology image collection.
The positive instances are images belonging to a target category.

4 Sequences of Visual Words: Visual n-grams

Our first approximation to capture the local context of visual words is through
the use of one popular technique in NLP: the n-grams. For this we propouse the
use n-grams of visual words to improve the BoVW. In other words, we focus
in the Bag-of-Visual n-grams (BoVN). In Figure |2| we outlines each step of the
process for generating the BoVN. In the first step, the training collection is used
to generate the dictionary of visual words (codebook) (explained in Section [4.1]).
In the second step, each patch of each image is replaced by the nearest visual
word in the codebook. The second step also involves the extraction of n-grams in
order to build our visual n-gram codebook (explained in Section . The third
step combines the visual words codebook and the visual n-gram codebook. The
final codebook is used to build histograms of the visual n-grams in each image.
We explain in detail the latter steps in the following subsections.

i) Using input i1) Represent images ii1) Building histograms
images to produce and build the n-gram using n-grams and visual
the codebook. codebook. words.
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Fig.2: Image Representation through Bag-of_Visual-Ngrams.
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4.1 Construction of the Visual Words Codebook

In Figure 3| (A), we show the extraction of visual words using a standard BoVW
formulation. In the step 1 and 2, we use a regular-grid-based patch extraction.
In step 3, we represent each patch using the discrete cosine transform (DCT)
applied to each channel of the RGB color space. We merge the 64 coefficients
from each of the three channels to get the final descriptor. In the last step,
the codebook is built using cluster centroids (using a 400-Means algorithm) of
the training patch descriptors. Those settings are supported by previous closely-
related studies using Histopathology images, showing better performance than
other configurations (including SIFT and raw-patches, and several k values) [2].

7) Training image corpus,

456 | 54 | 45 | 45 | 645|654 | 565| 54

637 | 546 | 456 | 254 | 546 | 65 | 444 | 444

©

Fig.3: (A) The process to build a visual word codebook. (B) Example of a
generated visual word codebook. (C) The process to build visual n-grams using
an sliding window. For the dark path (65) the extracted n-grams are: 65-12,
65-213, 65-546, 65-645, 65-654, 65-565, 65-444, 65-33.

4.2 Extraction of visual n-grams

To capture spatial relationships among visual words, we inspired our idea in
the use of word n-grams for text classification tasks. They are sequences of n
consecutive words that helps to maintain semantic relationships between words,
which allows to represents as one attribute concepts like “cold war”. Nonetheless
in image domain, the extraction of visual n-grams face some additional issues.
For example, a document can be read only in one direction, but sequences of
image descriptors can be extracted horizontally, vertical, at an angle of 6 degrees,
etc.). Another problem is to determine the right direction to interpret each visual
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n-gram. For example, 3-grams in text normally can be interpreted correctly only
in one direction (say, “the human being”, but not “being human the”). On the
other hand, visual 3-grams can have the same order but different orientation if
the image is rotated. Therefore, the two descriptor sequences d,-dy-d. and d-
dp-d, might be the same pattern. In this work, we consider such patterns the
same, making them rotation invariant.

To construct visual n-grams we apply the following effective approach. Con-
sider a document containing the codeword matrix for each image (see (C) in
Figure , the main idea is to produce n-grams ignoring the orientation in which
they appear. For this, we iterate over each item a;; of the matrix A and we
extract neighbors in a straight fashion. Thus, we build horizontal,vertical and
diagonal sequences using items between the current item a; j and a4k j1n, if and
only if they are part of the straight line joining a; ; and @it j+x. This approxi-
mation to text n-grams produces eight possible n-grams for each position in the
matrix. Finally, each n-gram is normalized to be “read” only in one direction.
For example, in the visual n-gram codebook, a trigram 21-61-73 is indexed as
the same item than 73-61-21. For image classification we build feature vectors
using a BoVN. This is, using the learned codebook, each image is represented
by an histogram of the occurrence of found visual n-grams. We use a Support
Vector Machine (SVM) using the default settings of Weka framework. We used
a SVM because it has shown to be effective in similar histology image problems
finding visual patterns [2,3].

5 Preliminary Results on Image Clasification using
Sequences of Visual Words

In the evaluation we use an stratified 10 fold cross validation (10FCV) and report
the averaged F-Measure and Area Under roc Curve (AUC) of the seven binary
problems. We have used several scenarios, for term weighting; binary (BIN),
and term frequency (TF). The former focuses only in the presence/absence of
the element, the latter in the weighted presence/absence. For size patches we
have: 8x8, and 16x16. Finally, as text mining evidence suggest [16], k n-grams
includes k (n— 1)-grams, k (n—2)-grams, ...,k (1)-grams. Finally, it is worth
knowing that we perform a set of specific experiments that highlights the general
usefulness of visual n-grams, but a detailed study of the parameterization and
other applications can be found in [10].

First Experiment: Table thought the first row, shows the results of
evaluating the traditional BoVW (Unigramas). There the 8 size patch using TF
weighting obtains the best results. The 8x8 size patch seems to be a good size
of resolution to cover the biological structure of cells, which confirms results
reported of other works in this dataset [2]. On the other hand, the TF weighting
best results suggest that, in general is a good choice the accounting of visual
patterns rather than focusing only in their presence/absence.

In Table [2| we also present results of BoVN and an state-of-the-art approach
under the same conditions. Since the number of possible n-grams are of hun-
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dreds of thousands, we analyze the performance influence in the performance
of BoVN (testing with values from one thousand to ten thousand of features),
getting that 2500 bigrams are a good balance between the dimensionality and
the performance of our approach. The results show evidence of the usefulness of
n-grams, showing that, every experiment using visual bigrams outperforms uni-
grams. Also in Table [2| we show results of another classical approach for visual
words in the literature; language models. In this paper we have implemented a
Language Model Classifier (LMC) as the one used in [17]. The goal is to com-
pare the BoVN with other approaches in HLCV that also take advantage of
the contextual information. To train language models, we have used exactly the
same software and parameters (Carnegie Mellon Statistical Language Modeling
Toolkit). As can be seen from Table [2| at least for this problem and under the
same conditions, LMC does not get better performance than BoVN. In part, this
might be because language models rely in probabilistic, where the unbalanced
data represents a common problem to build accurate models for positive classes.

Performance of BoVN

8x8 1616
Approach Criteria  Bin TF Bin TF
BoVW (lgrams) FM 48.27 58.90 47.63 52.33

AUC 67.74 72.27 67.56 68.89
BoVN (1+2grams) FM 59.50 64.31 56.67 56.09
AUC 72.54 76.03 70.46 T71.17
LMC (1+42+43grams) FM 53.0 48.31
AUC 69.89 72.21

Table 2: Experiments using Uni-Bi-grams (sequences of visual words), two kinds
of term weighting (TF and BIN) and two different size patches (8 and 16).

In other set of experiments we also analyze the performance considering
higher order n-grams (e.g., 3grams, 4grams, etc.). Results show that the best
setting is 1 4 2grams, which is somewhat expected because it is well known that
for a higher n-grams more instances are required to find those sequences [16]

Second Experiment: In Table[3|using an 10FCV, we analyze the detailed
performance for each class. Thus, for BoVW and BoVN, we use the best settings
for each method in Table [2] Results in Tables [3|shows that 14-2grams overcomes
lgrams in classes 1, 3, 4, and 5. The class 1 is the most important, because it is
the only one related with cancer diagnosis. Images in class 1 present structural
tumor cells having large and darker nuclei, which are accurately characterized
by visual bigrams. Visual words (1-grams) are competitive or better in classes
2, 6 and 7 (none of them related with cancer diagnosis). Such classes are in
opposite ends, either by the lack of structured spatial visual elements (classes
2 and 6) that make bigrams to lose their advantage, or because the contextual
information of visual words are much more global rather than local (class 6). We
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think those problems need more instances and explore other parameters (e.g.
patch sizes, size of sequences, or alternative descriptors).

Detailed F-Measure by class Detailed AUC by class
(a) (b) (b-a) (a) (b) (b-a)
Class Igrams 1+2grams gain/loss Class 1grams 1+2grams gain/loss
1 86.10 90.70 4.6 1 89.00 92.50 3.5
2 94.80 95.50 0.7 2 76.40 79.20 2.8
3 74.40 83.40 9.0 3 84.00 90.90 6.9
4 36.80 50.80 14.0 4 62.60 68.80 6.2
5 35.80 52.50 16.7 5 62.80 71.60 8.8
6 48.00 43.60 -4.4 6 68.70 66.90 -1.8
7 34.20 33.70 -0.5 7 62.40 62.30 -0.1

Table 3: Detailed experiments per class using Unigrams versus Uni-Bi-grams. In
column“(b-a) gain/loss” we show the gain or loss caused by the use of bigrams.

6 Conclusions

The interest of this research lies in the fields of HLCV and NLP. The underlying
motivation is to improve state-of-the-art visual words approaches (such as the
BoVW) through methods that takes the analogy visual-textual words into a new
higher level. For this, we consider contextual (spatial) and high level (semantic)
information, which is overlooked by several approaches like BoVW. Since the
use of the contextual information is a common factor in NLP tasks, as an initial
approach, we propose the natural extension to BoVW; the use on visual n-grams
as attributes (the BoVN). Our results suggest strong evidence of the usefulness
of BoVN in Histophalogy images. To the best of our knowledge, n-grams have
never been extracted as we propose; in a similar way they boost NLP tasks, and
subsequently use them as feature vectors for a classifier. Future research paths
include bringing ideas to capture contextual information in a more global way,
and extracting high level information among visual words.
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