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Preface

The use of engineering related subjects to study the systems of nature 1s
one of the most significant trends of the century. Driven by the need for
more precise scientific understanding, several fields have shown a
massive growth expanding their boundaries in a quest to solve new
challenging problems, generating new scientific knowledge and
technology applications.

This special issue presents original research papers on several
engineering field of remarkable importance such as Electronics and
Biomedical Engineering, Computer Science and Informatics. The
volume is organized into four sections as follows:

Control, Robotics and Artificial Intelligence,
Signal and Tmage and Processing,

Computer Science and Embedded Architectures and
Biomedical Engineering

The overall issue covers 21 papers carefully chosen from a peer-to-peer
reviewing process on 47 contributions. Each submission was reviewed
by at least three independent members of the Editorial Board and the
final acceptation rate was 45.9%.

As we are deeply thankful to all people involve in the preparation of this
volume, it is to all the authors and the excellence of their research work
that the true value of this book is owed.

We also want to express our gratitude to all members of the editorial
board of the volume and additional referees. The submission, reviewing
and selection process was supported for free by the EasyChair© system.

Erik Cuevas

Marco A. Perez

Daniel Zaldivar

Humberto Sossa

Raul Rojas May 2008
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Hardware Implementation of a an Optimal Pole
Placement Controller for a Liquid Level System
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Juan I. Raygoza Panduro®, Juan A. Lépez Riql.ielrnf:1
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Marcelino Garcia Barragan 1421 Guadalajara, México

{susana.ortega, juan. raygoza}@cucei.udg.mx
(Paper received on February 14, 2008, accepted on April 13, 2008)

Abstract. This paper presents a hardware implementation of an optimal pole
placement controller for a liquid jevel system. It is designed to controi the level
set point by adjusting the flow rate of a liquid entering the tank through a feed
pump [1]{4]. The control algorithm 13 used to achieve optimal performance us-
ing the Integral of Time Mulsiplied Absolute Error (ITAE) criterion, which is
characterized by little overshoot in the transient response and well-damped os-
cillations. The performance of the proposed controller is verified using the Xil-
inx System Generator modelling tool. The results show that the response of this
proposed hardware implementation was good and robust implementation.

1 Imtreduction

This paper presenss a hardware implementation of a design method which extends the
basic pole placement method to discrete time systems. This method is intuitive and
simple to use and can be applied equally well to either continuous or discrete time
systems.

Several authors have applied the pole placement technique [9] [3] [5]. In [647] [8]
studies were carried out to show how the pole placement controller affects the robust
stability of the resulting closed-loop system.

In this paper a hardware implementation is applied using the Xilinx System Genera-
tor [{1] tool to examine the robustness of the proposed controller and also to check
the accuracy of the results obtained using hardware tools against those obtained by
simulation. The Xilinx System Generator is a tool that extends Simulink with soft-
ware and blocks for bit and cycle-accurate modelling of digital logic and DSP fune-
tions. Tt also has a translator that converts 2 Simulink model into hardware for Xilinx

eld programmable gate arrays (FPGAs). Models constructed from Xilinx blocks
behave exactly in the same way in Simulink as they do in hardware. As part of the

© E. V. Cuevas, M. A. Perez, D. Zaldivar, H. Sossa, R. Rojas (Eds.)
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4 Basil M. Al-Hadithi et al,

Simulink environment, these models can readily be combined with non Xilinx blocks
to model parts of a system not bound to the FPGA. Xilinx blocks, like most Simulink
blocks, can be customized by setting parameters from the MATLAB work space.
System Generator translates into hardware only the portion of 2 model built from
Xitinx blocks. The behaviour of the non Xilinx portion of a System Generator model
can be captured on HDL test bench using simulation vectors computed in Simulink.

2 Pole Assignment Method

Let us consider a completely controllable and observabie multiple inputs multipie
outputs (MIMO) dynamic process with ‘m’ inputs, ‘0’ states and ‘m’ outpuis, de-
scribed by the following linear discrete-time nominal model.
x{k+ 1 =G x(k)+H-uk) (1
ylk) = C-xik}

where

x{k} = state vector.

ufk) = control signal.

y(k) = output signal.

The basic idea of the pole placement method is the design of state feedback such
that afl poles of the closed-loop system assume prescribed values. The control system
is shown in Fig. la.

Applying the state feedback u(k)=-Kx(k) with K being the solution of the pole
placement technique according to the Ackermaun’s formula [3] obtained once the
desired closed-loop poles are specified as shown in Fig, 1b.

=),

Fig. 1. (a) Control system scheme. (b) State Feedhack Scheme.

Therefore the system becomes a closed loop one with the state equation as follows:
%K +1) = (G —HK) - x{k) {2

In this paper, the ITAE criterion specified by [2] is characterized by little overshoot
and well-damped oscillations. This criterion possesses good selectivity.

It is however difficult to ¢valuate analytically, although it can readily be measured
experimentatly. 4
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Let us consider a control system whose desired oufput and actual output are x(t)
and y(t) respectively. The error 1s defined as:

e()=x(t) - y{t) G)
The optimum response one that minimizes the following Performance index is:
[tle(t)at @
0

In applying the ITAE, a large initial error in a unit step is weighted fightly, while
errors occwrring late in the transient response are penalized heavily.

3 Control System Design and Experiments

The process consists of a pump, which is considered to be a 2nd linear system. It
pumnps the liquid into a tank with a uniform horizental cross-section up to a predeter-
mined level, and the liquid is discharged through a narrow outlet in the base as shown
in Fig. 2

I/P voltage .
TN 4
Feed pump ‘

|

|

h

Load valve

1 T qO
¥.

| >

Fig. 2. Liquid Level System

The feed pump unit has been approximated to a second order linear system
Q,(s) K, 1.3 (5)

Uls) ~ (+Tsfi+T,8) (1+0.36s)i+0.71s)

K, represents the steady state gain and T, and T, represent the time constants of the
pump. Their values are evaluated using the data obtained from the experimental tests.
The tank is a non-linear system with the output flow rate proportional to the square
root of the decreasing level . The differential equation is:

A%=q~‘(f)—qo(t) O

where A=10 cm’ is the capacitance of the tank, which is defined as the change in the
quantity of stored liquid necessary to cause a unit change in the potential (head). The
capacitance of the tank is equal to its cross-sectional area. q; and q, represent the
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inflow rate and ocutflow rate. The relationship between g, and h can be represented as:

9,(t) =k-vh1) M
where I is related to the restriction of the valve at the tank output. Substituting (6) in
{5) we obtain:

A-%-&-k-q/h(lj:q‘@) (8)
Linearizing the resulting non-finear system {8} and substituting in (5}
kLT k
AT + T+ =22 A+r—=(T+1)
fﬁl - zﬂﬁ{ 2w, ©)
dr ATT, dr ATT, dr
2], &
AL AT

The tank was simulated on the basis of a number of experiments to find a suitable
model that would coincide with the non-linear model given by {8). The area of the
tank A is assumed to be 10 cm®. By applying (9). which represents the mathematical
model of the controlled process, we get:
Y6 0.2 (10)
Us)  s®+655” +1355+8.7
By choosing a sampling time of 0.1 seconds, the equivalent discrete process model

Y(z) 0.0000205 (1)
UWz) z° —242z% +1.949z-0522

~ which can be described in state space form as follows:

is:

0 1 0
G=| 0 0 1 H= (12)
2.42 -1.949 0.522 2.05.107°

Using the pole placement method, the desired closed loop poles are (0.285630.52,
0.4938) and the feedback controiler parameters are: [16985 64112 66097

4 Hardware Implementation

Firstly, a Simulink medel of the system under control was developed as follows:
X1[n+1]=X2[n] (13)
X2[a+1}= X3[n]

X311 = 8X1-Xi[n] + 8X2-X2{n] + 8X3-X3{n] + +KReg-Un]

with the previously deduced values: $X1 = 0.522, SX2 = -1.949, $X2 = 2.42 and 6
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KReg = 2.05-107,

The next design step is to compose a hardware description of the proposed control-
ler using the Xilinx System Generator modelling tool. The response of the regulator
has to obey the following rule:

Uln] = Vref - C1-X1[n] - C2-X2[n] - C3-X3[n] (14)

This hardware model is depicted in Fig. 3. Note that special input units are needed
to represent the A/D conversion. As we will discuss later, this is the critical point of
the design, because the accuracy of the real response is dependent on the selected data
format.

A/D conversion
modelling inputs

Arithmetical Hardware

Datz Formatter Unit i :“‘ ey B

el e Controlled Quiput
— S

Gain Hardware 4
Operators

Fig. 3. Hardware model of the proposed controller.

In order to avoid data overflow when performing hardware computations, it has
been assumed that there is a signal conditioner between the inputs and outputs of the
hardware biock and the real system, which changes the voltages levels to allow the
minimization of the digital formats used by the hardware controller.

Once the hardware model is described, it can be connected to the previously de-
fined system model and simulated in the Simulink environment.

Several simulations have been performed varying the data format to obtain the best
ratio of FPGA occupancy versus response accuracy. Desired results and real results
for the hardware controller diverge when a data format of 8 bits is used with 5 bits for
the fractional part. If a 24-bit representation is used, with 12 bits allocated to the
fractional part, both responses converge exactly. However the FPGA area consump-
tion of inmer resources is not optimized. Best results were obtained with a data format
of 16 bits, using 8 for the fractional part. With this implementation, results are satis-
factorily obtained and the inner resources of the FPGA are also optimized. The
maximum ercor of this representation between the desired and real response is
(.0068, which is acceptable for the purposes of this controiler.
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5 Results

The performance of the proposed controller has been verified using the Xilinx Sys-
tem Generator modeling tool. The results show a good robust response for the pro-
posed hardware implementation. It is shown that the precision of the results is highly
influenced by the word-length. As expected, the greater the word-length, the higher
was the precision. Also the resolution has been improved without the need of a large
size by allocating the major length to the fractional part. The results suggest that the
16-bit fixed-point implementation, which allocates 8 bits to the fractional part
achieves good performance (very similar to that offered by a 24/12 implementation)
while optimizing the area consumption of the final design. Table 1 summarizes both,
implementation results using a Virtex2 XC2V1000 device and the percentage of oc-
cupation for each implementation.

Table 1. Implementation results.

Resource 16 8 24 12
External IOBs 80 (48%) 120 (72%)
Slices 161 (1%) 319 (3%)
Max Error value 0.0068 0.0004

The first value, External 10Bs, is a fixed value associated with the data format cho-
sen. The controller has four inputs (X1, X2, X3 and Vref) and one output (Regulator
Output). When a 16-bit format is selected, the resulting usage need is 5x16=80 pins.
However, if the associated format is 24-bit, the new need is 5x24=120 pins. The sec-
ond value, ‘Slices’ is normally used to measure the overall device usage in terms of
processing elements [6]. It should be noted that the 16-bit solution takes up almost
three times less area than the 24-bit solution with similar response accuracy. In any
case, there is still enough area available to perform additional tasks inside the FPGA,
which will be used at later to develop more dense controlling algorithms.

Finally the ‘Max Error Value’ measures the maxima deviation from the expected
controller output. Although the 24-bit implementation presents a.lower error, the 16-
bit solution presents an acceptable associated error plus the advantage of optimized
device occupation. Therefore, it still remains a lot of free space inside the FPGA for
further improvements, or a smaller FPGA device could be used for such implementa-
tion.

The responses of the designed hardware controller are depicted in Fig.4 for a func-
tional simulation and comparison between the continuous controller response and its
associated hardware response. As it can be observed, both response superposes, as it
was desired.
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Fig. 4. Responses of the designed hardware controller to perturbations in the level
input

Figure 5a shows the real response under a uncontrolled situation and Figure 5b
shows the output when the FPGA based hardware controller is connected to the sys-
tern. Note that the uncontrolled system presents a very slow dynamics, and when the
FPGA bhased controlied is connected to the hardware system the closed loop dynam-
jcs is highly improved, according to the theoretical response described in section 4.

a)

Fig. 5. Hardware responses to unitary step input. (a)No controlled (b) FPGA based
control

6 Conclasions

In the hardware implementation of a pole placement control presented in this pa-
per, the problem was to control level set point changes by adjusting the flow rate of
liquid entering the tank through & feed pump. The results show a fast response with
litte overshoot in the transient response and well damped oscillations with zero
steady state error.
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The design process was optimized using the Xilinx System Generator toolbox,
which allows an easy way to analyze and verify each proposed solution. And finally it
was successfully implemented in a FPGA device using the ISE design environment.
Optimal results were achieved using a 16 bits implementation for the proposed con-
troller.

Acknowledgments. This work was partially supported by Seneca Program with ref-
erence 1D-02998-PI-05.
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Abstract. This paper deals with the problem of discrete-time nonlin-
ear system identification via Recurrent High Order Neural Networks. It
includes the respective stability analysis on the basis of the Lyapunov |
approach for the extended Kalman filter (EKF)-based NN training al-
gorithm, which is apphed for learning. Applicability of the scheme is
illustrated via simulation for a discrete-time nonlinear model of an elec-
tric induction motor.

1 Introduction

Neural networks (NN) have become a well-established methodelogy as exempli-
fied by their applications to identification and control of general nonlinear and
complex systems. In particular, the use of recurrent high order neural networks
(RHONN) has increased recently [7]. There are recent resuits which iliustrate
that the NN technique is highly effective in the identification of a broad cat-
egory of complex discrete-time nonlinear systems without requiring complete
model information ([12], [13]}).

Lyapunov approach can be used directly to obtain robust training algorithms
for countinuous-time recurrent neural networks ([7], 19]). For discrete-time sys-
tems, the problem is more complex due to the couplings among subsystems,
inputs and outputs. Few results have been published in comparison with those
for continuous-time domain ([12], [13]). By other hand discrete-time neural net-
works are more convenient for real-time applications.

For many nonlinear systems it is often difficult to obtain their accurate and
faithful mathematical models, regarding their physically complex structures and
hidden parameters as discussed in [1]. Therefore, system identification becomes
important and even necessary before system control can be considered not only
for understanding and predicting the behavior of the system, but also for ob-
taining an effective control law.

The identification problem consists of choosing an appropriate identification
model and adjusting its parameters according to some adaptive law, such that the
© E. V. Cuevas, M. A. Perez, D. Zaldivar, H. Sossa, R. Rojas {(Eds.) -
Special Issue in Electronics and Biomedical [nformatics, , &q
Computer Science and Informatics
Racearch in Cnamnuting Science 35, 2008, op. 11-20
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response of the model to an input signal (or class of input signals), approximates
the response of the real system to the same input [9].

Several training methods for discrete-time recurrent networks have been pro-
posed in the literature as a viable alternative. New training algorithms, e.g., those
based on Kalman filtering, have appeared [3], [4], [10]. In this paper, we use an
Extended Kalman Filter (EKF)-based training algorithm for the RHONN, in
order to identify discrete-time nonlinear systems.

2 Mathematical preliminaries

Through this paper we use k as the step sampling, ¥ € 0U Z* | |e| for the
absolute value, ||e| for the Euclidian norm for vectors and for any adequate
norm for matrices. For more details related to this section see [2]. Consider a
MIMO nonlinear system:

X (k+1) = F(x (k) ,u(k) (1)
where y € R”, u € R™ and F € R x R™ — R is nonlinear function.

Definition 1. The solution of (1) is semiglobally uniformly ultimately bounded
(SGUUB), if for any 12, a compact subset of R* and all x (ko) € 12, there exists
an € > 0 and a number N (¢, x (ko)) such that ||x (k)| < € for all k > kg + N.
In other words, the solution of (1) is said to be SGUUB if, for any apriori given
(arbitrarily large) bounded set 2 and any apriori given (arbitrarily small) set
{2, which contains (0,0) as an interior point, there ewists a control u, such
that every trayectory of the closed loop system starting from 2 enters the set
2 ={x &) [llx (k)| < €}, in a finite time and remains in it thereafter [2].

Theorem 1 [2] Let V (x (k)) be a Lyapunov function for the discrete-time
system (1), which satisfies the following properties:

Y1 (lx (B)) <V (x (k) < (Ix (R))
Vx(k+1)) =V (x (k) = AV (x (k) < =73 (Ix B)]) + 73 (¢)

where ( is a positive constant, v, (e) and -y, (e) are strictly increasing functions,
and -4 () is a continuous, nondecreasing function. Thus if

AV (x) <0 for |[Ix (k)| >¢
then x (k) is uniformly ultimately bounded, i.e. there is a time instant k., such
that ||x (k)| < ¢,V k < kr.

3 Discrete-time Recurrent Neural Networks

Consider the following discrete-time recurrent high order neural network (RHONN):

ik +1) = w?:i(x(k), u(k)), i=1,--- n (2)
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where =i (& = 1,2.--- ,n) is the state of the ith neuren, L; is the respective
aumber of higer-order connections, {1y, I2,-- -, I..} is a collection of non-ordered
subscts of {1,2,--- , 1}, 7 is the state dimension, w; (i = 1,2,--- ,m) is the
respective on-linc adapted weight vector, and z;{z(k), u(k)) is given by
di, {1
Ziy Hjeilyyl't 1
Ziy H'EI yiu ?
na(nuE) =" | =| T 3
; Cdiy(L
Zi, Hjeh,‘y.'jj( 9

with d;, (k) being 2 nonnegative integers, and y; is defined as follows:

[ Ui, -} hS(I;)"
Yin S(zn)
- — 4
i Vinsr 1y ( )
L Yingm L Um ]
In (4), v = [u1, u2,-- .,mm]T is the input vector to the neural network, and
S(e) is defined by
1
5@ = T e (=p2) ©

Consider the problem to approximate the general discrete-time nonlinear
system (1), by the following discrete-time RHONN serie-parallel representation
fsl:

x; (k4 1) = w | z (z(k), u(k)) + €z, (6)
where x; is the ith plant state, ¢, is a bounded approximation error, which
can be reduced by increasing the number of the adjustable weights [9]. Assume
that there exists ideal weights vector w} such that |le., [} can be minimized on
a compact set {2, C RL« The ideal weight vector wi is an artificial quantity
required for analytical purpose [9}. In general it is assumed that this vector exists
and is constant but unknown. Let us define its estimate as w; and the estimation
CITOr a8

i (k) = wi — wi (¥) (7)

Phe estimate w; is used for stability analysis which will be discussed later.

Since w} is constant, then @; (k + 1) — w: (k) = w; (k4 1) —w; (k), Yk € OUZY.

4 The EKF Training Algorithm

Kalman filtering (KF) estimates the state of a lincar system with additive state
and output white noises (1], {3]. For KF-based neural network training, the net-
work weights become the states to be estimated, with the error between the
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veural network output and the desired output being considered; this error.
considered as additive white noise. For identification, the desired ocutput is in-
formation generated by the plant; in this paper, the respective state. Due
the fact that the neural network mapping is nonlinear, an extended Kalman
Filtering {EKF)-tvpe is required.

The training goal is to find the optimal weight values that minimize the
prediction errors (the differences between the desired outputs and the peural
network outputs). The EKF-based NN training algorithm is described by

Ki (k) = P (k) Hi (k) My (k) i=1,---,m
wy (k + 1) = w; (k) + 7, K (k) e (k) (8)
Pk +1) = P (k) — K; (k) HT (k) Py (k) 4+ Q; (k)
with
M, (K) = [R (k) + HT (k) P (k) H: (k)] (9)
ei (k) = x; (k) — z: (k) (10)

LgMhy . . e
wihere e, (k) is the respective identification error, £ (kKYer is the prediction

erTor covariance matrix at step &, w; € R is the weight (state) vector, L;
the respective number of neural network weights, x; is the ith Elant state, x;
the ith neural network state, nt is the number of states, {; € R " is the Kaimf—lﬂ
gain vector, Q; € R™ ™" is the NN weight estimation noise covariance matrix,
R, € R is the error noise covariance; H; € #" is a vector, in which each entry
(.} is the derivative of one of the neural network state, (.}, with respect to
one neural network weight, (wu), as follows

; 3 4T
H, (k)= [0_:_(_}_)_} {11
Bw.} (k) w, (ko {k+1}

wherei=1....nand j=1,...L;

Usually P,and Q, are initialized as diagonal matrices, with entries £ {0} and
Q¢ (0). respectively. It is important to remark thay H, {k), /i (k} and P, (k) for
the EKF are bounded; for a detailed explanation of this fact see [11].

Then the dyramics of the identification error {10) can be expressed as

ei (k+ 1) = @; (k) z; (=(k), u(k)) + ¢, (12)
By the other hand the dynamics of (7) is
@ (k + 1) = @ (k) — 0, I (k) e (k) (13)

Now, we establish the main result of this paper in the following theorem.

Theorem 2: The RHONN (2) trained with the EKF-based algorithm (8) to
identify the nonlinear plant (1}, ensures that the identification error (10} is
semiglobally uniformly ultimately bounded {SGUUB); morcover, the RHONIN
weights remain bounded.
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Proof. Consider the Lyapunov function candidate

Vi (k) = WF (k)@ (k) + € () (14)
AV (k) =V (k+1) -V (k)
=@ (k+ 1 (k+1) +ef (k+1) — @7 (k)w; (k) — e (k)

Using (12} and (13) in (14)

AV, (k) = [ (k) — K (k) es (0] [ (k) — my K (B) e (R)] — s (k) @ (k)
[ () 2 (x(k), u(k)) + e} [@: (k) 2 (k) (k) + €x] — € (B)

which can be expressed as

AV; (k) = @7 (k) @ (k) — @7 (k) @: (k) +n°e} (k) KT K (k)
26, 1; (k) 2 (w(k), u(k)) + 27 (@(k), w(k)) GF (k) @i (k) z (@(k), u(k)
2 - 2mue; () W7 (k) Ki (k) ~ €] (k)

AV; () < Jes ()2 n&il)? — les ()12 = 12m;] lex (R)] 11433 () G ()| =+ le®
126, | 15 ()] N2 () wR) ]+ 1@ ()17 N1 (), (B

Then AV; (k) < 0 when

lez:?
le; (k)] > - _—
=
1 — [InK;]|

and
20754 mase| 155 (B} |2¢, |
(2 (), w(ED)® Nz (k) ulk)]

[l ()i} >

R

Therefore the solution of (12) and (13) is stable, hence the identification error
and the RHONN weights are SGUUB [5].

5 Application

In this section we apply the above developed scheme e a three-phase induction
motor model

5.1 Motor model

The six-order discrete-time induction motor model in the stator fixed reference
frame (v, #) under the assumptions of equal mutual inductances and linear mag-
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netic cireuit is given by [6]

(k1) = e (k) 4 o (L= 0) M (¥ (k) (k) — 8% () 07 () ) — (?) It (k)
¥k + l)_: cos (0 (k + 1)) py (k) — sin (ny8 (b + 1)) py ()
W (k1) = sin {ng8 (k + 1)) gy (k) + cos (n,0 (k + 1)) py (k)
P k1) = 0® (k) + %u“ (k)
P+ 1) = o (K) + 20 ()
_ R S N )
6(k+1) =0 (k) +w (k)T + £ {T — }
< (1 (0w (6) =i (06 (1)) — 2B (15)
with
o1 () = a (cos (&1(k)) 3 (k) +sin (nph () ¥° (3))
+b {cos (¢ (k) 1* (k) + sin (4 (k))4° (k))
2 (k) = a (cos (9 (k)) 07 (k) = st (6 (k)) ® ()
+b (cos (¢ (k) i” (k) ~ sin (¢ (k) i¥ (k))
0° (k) = i® (k) + aBTw® (k) + npfTw (k) 9 (k) — A Ti* (k)
o7 (k) = 1% (k) + aBTY" (k) + npfTw (k) 9P (k) — vT4 (k)
@ (k) = npt (k) (16)
with b = (lma)ﬂf o= g— ’}':%%ﬁ—é—%i, o =1L, wi‘%, ,th;%,&ze—aT
and p = F  besides Ls, I, and M are the stator, rotor and mutual inductance

respectlvely R and R, are the stator and rotor resistances respectively; ey, is
the number of pole pairs; i@ and i? represents the currents in the o and I5;
phases, respectively; %% and ¥ represents the fluxes in the o and # phases,
respectively and @ is the rotor angular displacement. Simulations are performed
for the system (13), using the following parameters: B, = = 1482, L, = 400mH;
M =37TmH: R, = 10142, L, = 412.8mH; n, = 2; J = 0.01Kgm?, T = 0.001s.

5.2 Neural network identification

The RHONN proposed for this application is as follows:
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¥ig.1, Identification scheme

21 (k+1) = wna (8) S (w () + w1z (k) S (@) 8 (97 (1)) * (&)
+uwys (k) 8 (w) S (v* (8)) 4 (k)

22 (k1) = wny () S (w0 (8)) § (97 (K)) + waa (1) (8)

23 (k+1) = wa (k) S{w (k) S (™ (K)) + waa (k) i® (k)

2ok + 1) = was (k) § (% (k) +waz (B) § W (z;))
+wgs (k) § (i (k) + waq (k) u® {k)

25 (b 1) = wen (K) § (9 () + w52 (6) S (07 (B)
twss (k) § (i (k) + wsq (k) u (R)

The training is performed on-line, using a series-parallel configuration as illus-
trated in Fig. 1. During the identification process the plant and the NN oper-
ates in open-loop. Both of them (plant and NN) have the same input vector

| U ’Lt,g:lT - u, and ug are chirps functions with 170volts of maximal amplitude
and incremental frecuencies from 0Hz to 250Hz and 0Hz to 200Hz respectively.
All the NN states are initialized in a random way as well as the weights vectors.
It is important remark that the initial conditions of the plant are completely
different from the initial conditions for the NN. The identification is performed
using (8) with i = 1,2,--- ,n with n the dimension of plant states (n = 6).

5.3 Simulation results

The results of the simulation are presented in Figs. 2-8. Fig. 2 shows the identi-
fication of rotor angular displacement; Fig. 3 displays the identification perfor-
mance for the speed rotor; Fig. 4 and Fig. 5 present the identification perfor-
mance for the fluxes in phase o and 3, respectively. Figs 6 and 7 portray the
identification performance for currents in phase o and 8, respectively. Finally,
the weights evolution are presented in Fig. 8.
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& Conclusions

This paper has presented the application of recurrent high order neural networks
to identification of discrete-time nonlinear systems. The training of the neural
networks was performed on-line using an extended Kalman filter. The bound-
ness of the identification error was established on the basis of the Lyapunov
approach. Simulation results illustrate the applicability of the proposed identifi-
cation methodology. Researches are being pursued to develop new discrete-time
nonlinear adaptive control based on the discussed identification scheme.

Acknowledgement: The authors thank the support of CONACYT Mexica,
through Projects 46069Y and 57801Y. The first author alsc thanks the support
of “CONACYT Fondo Institucional”.
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Abstract. This work presents a framework for teleoperators control
which is composed of a local and a remote station connected through
a communication channel. This framework makes use of novel tools and
techniques, such as robust controllers and geometric gunidance. The con-
trollers render asymptotic zero-convergence of velocities and position er-
ror despite variable time-delays. Experimental evidence is presented to
validate this framework.

1 Introduction

A teleoperator is commonly referred as the interconnection of five elements: a
human operator that exerts force on a local menipulator connected through a
communication channel to a remote manipulafor that interacts with an environ-
ment. The application of such a system spans multiple fields, the most iHustra-
tive being space, underwater, medicine, and, in general, tasks with hazardous
environments.

One of the main control objectives in such system is force reflection, which
is 2 means to provide the operator with a sense of immersion on the remote
station. However, this objective is compromised by instabilities caused by time-
delays. In 1989, Anderson and Spong [1] presented the basis of delay independent
teleoperation control. Their approach was to render the communications passive
by using scattering theory and the analogy of a lossless transmission line. They
showed that the scattering iransformation ensures passivity of the communi-
cations regardless any constant time-delay. Following the previous appreach,
Niemeyer and Slotine [2} introduced wave variables (scattering transformation),
and proved that by matching the impedance of the local and remote manipu-
lator controllers with the impedance of the virfual transmission line, reflections
are avoided. Since then, the scattering transformation has dominated the field
of teleoperation control.

On the other hand, an ever-growing number of devices connected to the
Internet are now accessible to a multitude of users. Being an ubiquitous com-
munication means, the Internet enables users to reach and command any device
connected to the wetwork. However, Internet imposes variable time-delays, and
the aforementioned schemes cannot guarantee a stable behavior under such con-
ditions. Several works have tackled the issue of providing position tracking under

© E. V. Cdevas, M. A. Perez, 17, Zaldivar, H. Sossa, R. Rojas (Eds.)
Special Tssue in Electronics and Biomedical Informatics,

Computer Science and Informatics

Research in Computing Science 35, 2008, pp. 21-30
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variable time-delays. Chopra et al. [3], with an adaptation of Lozano et al, [4],
have proposed a position-drift free scheme in which the remote manipulator has
a contrel term that depends on the position error between the local and remote
manipulators. Hirche and Buss [5] extended these results analvzing the effects
of packet loss in packet switched communication networks, like the Internet.
Munir and Book [6] used a Kalman filter and a position-drift compensator to
provide position tracking, and Nuiflo et. al. {7,8] have proved that simple PD
controllers can also achieve position tracking despite variable time-delays, with-
out the use of the scattering variables. The reader is invited to see [9] and {10]
for two interesting survey articles focused on control of teleoperators.

i

25

T

Fig. 1. Framework’s overall structure

This work presents a framework for teleoperators control composed of three
parts: 1) local station; 2) commuynications, and; 3} remote station. Fig. 1 shows
the overall structure of this framework and, Fig. 2 for its main physical compo-
nents. The framework copes with variable time-delays, position-drift, operator
uncertainty and safefy at the remote station. Moreover, it gathers two impor-
tant tools: geometric guidance and the possibility to use Internet2 and Quality of
Service (QoS). The main contribution of this work is the framework as a whole,
incorporating various advanced tools, some of them developed by the authors,
for rendering bilateral robotic teleoperation secure and reliable, like robust con-
trollers and geometric guidance. Experimental evidence supports the advantages
of the presented framework.

Local Station Remate Station

Staubh
Tx-80

PHANTOM !
Reskiop i

internet / internet2
Intranet

Staubli
CS8-C

N

Fig. 2. Physical components of the system
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2 Local Station

The human operator is the main component of the local station, it interacts
with the local robot manipulator and the Guidance module (Fig. 1). The human
selects which controller will be used, sets the geometric restriction —if any— that
will be haptically displayed, exerts forces on the local manipulator, and ‘feels’
what the remote manipulator is touching. The user is also provided with a 3D
video stream form the remote station. However, this aspect is not covered in the
present article. The following Sections explain how the interactions between the
physical system and the software take place.

2.1 Physical System

As can be seen in Fig. 2, the physical elements in the local station are a PC
and a robot manipulator, which in this case is a haptic device. Also, comrnu-
nications require an [Pv4/IPv6 switch (¢f. Section 5.2). The haptic device is
2 PHANToM 1.5T from Sensable Technologies, connected through a parallel
port to the PC. The device provides position and velocity sensing on 6 Degrees
of Freedom (DOF), and most importantly, 6 DOF force reflection. The human
interacts directly with this device.

2.2 Software Structure

All software is written in C+-+. The interaction with the haptic device is dome
using the educational version of Sensable’s OpenHaptics™ library. The Graphic
User Tnterface (GUI) has been developed using Trolltech’s Qt 4. The left side
of Fig. 3 shows the GUI, in which the human operator can: choose different
control schemes { ¢f. Section 4.2); enable or disable different geometric restrictions
(¢f. Section 5.1); and modify the controller’s gains. The software structure is
composed by seven POSIX threads that run in parallel with equal priority, and
whose interaction is regulated by semaphores and mutex locks.

"The Guidance thread is responsible for applying geometric restrictions to the
workspace of the haptic device. It does so by generating forces locally on the
device that restrict operator movernents to a submanifold of free space that is
meaningful for the task at hand. The Controller thread contains the implemen-
tation of different control laws (Table 1}, and the operator can select one of them
through the GUIL The Haptic Rendering thread maps the incoming forces and
torques from the Guidance and Controller threads into the haptic device frame.

The Haptic ServoLoop thread directly interacts with the PHANToM device
at a frequency of 1 kHz. The Guidance and Controller threads receive position
and velocity signals from the Haptic ServoLoop and send force and torque signals
to the Haptic Rendering thread. While the Server thread receives all incoming
data from the remote station, the Client thread returns position and velocity
signals. Both threads use UDP sockets with either IPv4 or IPv6. The right side
of Fig. 3 depicts the threads and the fiow of information between them.
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Haptic
Rendering

Contrailer Guidance

Client

Server

Fig. 3. Graphic User Interface (GUI) and program threads at local station

3 Remote Station

The physical system on the remote station
consists of a TX-90™  Stiubli robot and
a C88-CT™ Staubli controller, four cameras
LU with actuated pan, tilt and zoom, and a high
speed switch connected to Internet and In-
ternet2. Fig. 2 shows these physical compo-
nents. The software program runs under Wind
River’'s VxWorks™, a Real-Time Operating
System (RTOS). The programs are compiled
with the cross platform Tornade™ environ-
ment and are written in C++. Fig. 4 depicts
Fig. 4. Program threads on the the threads running on the RTOS,
remmote station The Stgubli LLI is a thread that rums
the Low Level Interface library provided by
Stdubli, and runs at 250 Hz. In each interrup-
tion it updates all state variables, that is, position, velocity and motor torgues.
The Update RobotState thread contains a zero order hold for the state variables,
and all the information needed for the Controller, Client and Server threads. The
Client and Server threads are UDP sockets. Sernaphores and Mutex locks are
used to synchronize the program threads. As in the local station, the Controller
thread can use different control laws that provide the torques 7, to be applied to
the joints of the remote manipulator (Table 1). The clocks of both sites are syn-
chronized each time the program starts using a Network Time Protocol (NTP)
Server,
‘The LLI library provided by Stiubli allows direct access to motor torques
on the remote manipulator, but unfortunately it is a black-box, thus limiting
manipulation capabilities on the Controller thread. Moreover, VxWorksT™ , al-

Update
RoboiStaie

Controller
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though suitable for real-time control, makes difficult to implement new software.
One approach to overcome these difficulties consists on wrapping the LLI and
she VxWorks™ on a higher-level layer and connect it to an external PC with an
open operating system through a deterministic dedicated communication chan-
pel. Thus, Coniroller, Client, Server and other possible threads could be iple-
mented with less difficulties. This approach can open new horizons for the pre-
sented framework, ranging from cooperative controt to multi-arm teleoperation.

4 Controlling the Teleoperator

The statements about the control schemes in this Section are presented without
proof. The interested reader can find them in |7, 8l

In the followicg, B stands for the real number set, B* for the positive real
number set, Ry for the set containing BT and zero, | - | for the Buclidean norm
and || - || for the Lo norm.

Tsble 1. Control Laws for the local and remote robot manipulators. Where
{K;,B:,Ka,Kai. K} € R* are the conirol gains

Type Control Laws

= Kiq.(t - () — @] — Bitu

P L
7, = Kelgr — it ~ Ti(t)1 + Brar
PD 71 = Kol (t — Tr(8)) — ] + Kila- (& - T.(t)) — @] — B
T = Ka[dr — nu (¢ — D)) + Krlgr —ault — T: ()] + Brgr
Seatt-based ||TE = TH + Klarlt = To(8)) — ) — Biéy; T = ~Kal - L1

Tr =Trd+ K[q;r — 4 (t - ﬂ(t))} + Brc-lr; Tord = Kdr[(.]_r - éh‘d}

4.1 Mathematical Model

The local and remote manipulators together with the human and environment
interactions, that conform the teleoperator, are modeled as a pair of n-DOF
serial links with revelute joints. Their corresponding nonlinear dynamics are

Mi(q)& + Gl @)dr + gl =77 = 7T
M, (g-)G + C.{q-, Qr)Qr + gr{tr) =Te— Trs (1)

where: &;,@:, Q@ € R™ are the joint acceleration, velocity and position; M;(q;) €
R™** the inertia matrices; C; (¢, §:) € R™*"* the Coriolis and centrifugal effects;
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g:(q;) € R™ the gravitational forces: T; € R" the controilers; and 7, ¢ R",
T € R™ the forces exerted by the human and the environment. The subscript ¢
stands for both / and r, local ard remote manipulators, respectively.

4.2 Control Schemes

There are three control schemes that can be used in this framework: F. PD and
Scattering-based, which are summarized in Table 1. These schemes have been
developed in the context of this framework.

Using standard Lyapunov arguments it can be shown that using P or PD
controllers with the teleoperator dynamics (1), the closed-loop positions and
velocities are bounded. i.e., {Q;. qi — q,} € Lo, if the gains are set according to

4BiB, > [T+ T2 K K., (2}
under the assumptions that

a} the human operator and the environment define passive maps. i.e., 3 £; & ]RS"
st Vi >0,

t %
f & Tado > —ky, mf &, Tedd = —ky; {(3)
0 0

b) the gravitational forces are pre-compensated by the controllers T7. That is
TP =Tt elg) and T =70 — g (g, );

c} the variable time-delay has 2 known upper bound *T.. i.e. T} (#) <"1, < oc,
and its time derivative does not grow or decrease faster than time itself, thus,
|Th(tH < 1.

Moreover, if the human does not move the local manipulator and the remote
manipulator does not touch anything {i.e. Th = 7, = 0), then the teleoperator’s
velocities asymptotically converge to zero and position tracking is achieved:

;) =0 g —qe(t~Tr(8)) =0 ¢ -0

If the P or PD controller is replaced by the scattering—based one, with gains
satisfying (2), then boundedness of position error and velocities together with
position tracking can be also established for variable time-delays. For this case
the desired velocities are encoded using the classic scattering transformation
given by

w = @{‘md — ] W= F{Trd — blrd]

Vi = ZgplTa + 0] ve = Z [T + bed] (4)

where b is the wirtual impedance of the communications, 2 = 1= Ty(t) and
e =yt — Ty}, vi = Vvt = T0h{2)).

Note that the key feature for the stability of the teleoperator is condition (2),
it clearly states that if time-delay increases then damping injection has to be
increased in order to maintain stability and position tracking. This condition
may seem somewhat restrictive, however, on-earth time-delays are in the order
of magnitude of hundreds of milliseconds, thus over-damped behaviors can be
avoided.
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5 Additional Features

Besides the use of robust controllers, the framework enhances its capabilities
with the employment of geometric guidance and the QoS of Internet2.

5.1 Geometric Guidance

Teleoperated tasks can often be decomposed into a sequence of simple movements
that do not require using the six DOF an object has in free space. For example,
the insertion of a cylindrical peg in a hole only requires two DOFs, translations
and rotations around the hole’s axis, provided that the axis of the two objects are
aligned. Haptic feedback can be used to assist the operator by restricting his/her
movements to a region of interest, lowering the mental burden needed to execute
the task {11, 12]. Geometric restrictions can be explicitly created by means of the
user interface shown in Fig. 3, or with the aid of a geometric constraint solver
like PMF [13,14], in order to define a submanifold of allowed movements.

¥y
e @
&—@ e
q Qid Qid
a} Point b} Line c) Plane d) Cizcle

Fig. 5. Geometric restrictions

Guidance forces are generated in the constrained directions based on the dif-
ference (&) between the actual (q;) and desired (quq) positions of the end-effector,
where qpq is computed as the projection of g on the restriction submanifold.
Currently, the position of the haptic end-effector can be translationally restricted
to points, lines, planes, spheres, cylinders, and ellipses. Fig. & shows four exam-
ples of geometric restrictions.

Depending on the task, two different reference motion commands for the
remote manipulator can be used. One of these is given by ¢z and then the remote
manipulator movements are strictly along the restriction submanifold. The other
option is to use ¢; as commands, in this case, the remote manipulator reproduces
the operator’s movements, which are locally constrained by the haptic device to
the restriction submanifold. Both operation modes are possible and switching
between them can be done online.

5.2 Internet and Internet2 Communications

The UDP sockets on the local and remote stations are implemented using either
the version 4 or § of the Internet Protocol. The ‘classic’ Internet runs over IPv4,
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while the Internet2 uses both TPv4 and IPv6. Amongst the several differences
that exist between the two, the most relevant from a teleoperation point of view
are:

— IPv4 has 2% assignable addresses while TPv6 has 2128 [15, 16].

— TPv6 incorporates the Quality of Service (Qo8) paradigm, in which packets
can be sent using different priorities. Its predecessor, IPv4 did not have it,
and in its place other protocols, namely RSVP, had to be used [17].

Internet is far from being a deterministic communication channel. However,
by using the QoS paradigm, priorities can be imposed on control packages, thus
providing more reliable communications by lowering the probability of instability
caused by highly time—varying communications.

6 Experimental Validation

In order to provide experimental evidence of
the presented framework, several teleoperated
tasks have been designed. One of these is a
peg-in-hole task that has been remotely per-
formed using the proposed architecture. The
peg-in-hole insertion has the following charac-
teristics:

! — Motion of the peg is restricted tc the

y i hole’s centerline, providing a natural

)_. E’ guide towards the task goal.

d x — The input to the remote manipulator con-
troller are positions of the human opera-
tor, namely g;.

— Packets have been transmitted using
UDP/TPv6 sockets.

Fig. 6. Peg-in-hole scheme

For the experiments, the P controller was used
with control gains set such that (2} holds. The gains are: for the local manip-
ulator, Ky = 20 and B) = 5, and for the remote manipulator X, = 750 and
B, = 200. The experiments have been performed using only 3 DOF of each
manipulator. Fig. 7 plots the time evclution of positions along the z, ¥, and z
directions of the remote manipulator end-effector. The force plots show the com-
ponents of the two forces acting on the haptic device: the restriction force f,,
and the force provided by the controller f;. The mmsertion direction is along the
y axis. From Os to 1.5s no restriction has been set and the manipulator moves
freely in space, thus £, = 0. Once the restriction is set, at 1.5, the correspond-
ing restriction forces appear on the ¢ and z directions. No restriction force is
exerted in the y axis since it corresponds to the unconstrained direction. The
position plot in the y direction shows the approach and insertion processes, that
take place until the 9s time mark, and from that moment on, the peg is removed
from the hole.
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Fig. 7. Force and position in the .y, # directions

7 Conclusions —_
This work has presented a framework for teleoperators control. The human op-
erator can decide which controller to use in the local and remote manipulators,
he can easily set and remove geometric motion restrictions such as points, lines,
planes, spheres, cylinders, and ellipses. The framework makes use of robust con-
trollers that provide position tracking despite variable time-delays. Thus, they
allow to use the Internet as communication channel. The framework also gives
the option to use the Internet2, with the IPv6 protocol, hence providing QoS
over network traffic. Real experiments have demonstrated the effectiveness of
the proposed framework. Future research include the study of an active human
interaction.
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Abstract. Up until recently, the use of reinforcement learning (RL) in
chess programming has been problematic and failed to yield the expected
results. The breakthrough was finally achieved through Gerald’s Tesauros
work on backgammon, which resulted in a program that could beat the
world champion of backgammon in the majority of the matches they
played. Our chess engine proved that reinforcement learning in combina-
tion with the classification of board state leads to a notable improvement,
when compared with other engines that only use reinforcement learning,
such as KnightCap. We extended KnightCap’s learning algorithm by us-
ing a bigger and more complete board state database, and adjusting and
optimizing the coefficients for each position class individually. A clear
enhancement of our engine’s learning and playing skills is reached after
only a few trained games.

1 Introduction

The complexity of chess makes it impossible for computers to explore every pos-
sible move throughout the whole space of possible variants and pick the best one.
Most chess engines therefore focus on a brute force strategy to search in the space
of the next possible moves up to a certain depth only. Many pruning-processes are
used, as well as linear position evaluation which incorporates knowledge based
approaches in order to evaluate a special position. However, the main problem
still les in the correct tuning of the coefficients used in these functions. The
method presented in this paper optimizes the evaluation functions and its coeffi-
cients by automating the use of temporal differences {2,3] and thereby increasing
it’s own understanding of chess after each game.

1.1 Related Work

Temporal difference was first tested in the program SAL by Michael Gherrity [5].
The structure of SAL allows the realisation of a move generation for different
games and the determination of the best next move using a search-tree based al-
gorithm. SAL learns good and bad moves from the played games. The evaluation
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of individual moves is performed using an artificial neuronal network. TD was
used for the optimization of the networks parameters by comparing the evalua-
tion values for the root nodes of the search tree. In a test against the prominent
chess program GNUChess [18], where SAL was using 1031 position evaluation
factors, 8 remis could be achieved in 4200 games (while the rest was lost).

The chess program NeuroChess, developed by Sebastian Thrun, alsa uses a
neuronal network as position evaluation and a TD-method hased on the root
nodes to modify the coefficients. In contrast to SAL, NeuroChess only learns
from itself. Games from a grand master database have mostly been used as en-
try points of the learning process {90%), while only 10% of the training games
where played from the initial positioning. Later experiments with other pro-
grams showed that a learning strategy based on playing against oneself, does
not yield satisfying results. In an experiment against GNUChess, where both
programs where caleulating a move depth of 2 and using the same evaluation,
316 out of 2400 games could be won by NeuroChess and the learned coefficients.
Thrun, the main developer of NeuroChess admitted two fundamental problems
of his approach: the large training time and the incompleteness of the evaluation
coefficients. Thrun concludes that it is unclear whether TD-based solutions will
ever find usage in chess programming,

Tesauro describes a better application of TD for the adjustment of the evalua-
tion coefficients [8]. By using the open source chess program SCP he demonstrate
that TD with a search depth of 1 will never yield good resuits. SCP works with
an alpha-beta-algorithm with fixed search depth and the evalnation of 165 fac-
tors. The clear separation of the search and the evaluation procedure in SCP
allows a stronger focus on the learning of evalnation factors by keeping a fixed
search solution. A version of this algorithm has also been used at Deep Blue [12]
to improve the king security in the game (1).

Tridgell implemented the chess program KnightCap [9,10], which has a paral-
lel rature. The main idea was not to work on the root nodes, but rather applying
the learning procedure on the best forced move-path of the search-tree. Small
changes had to be made, e.g. storing all evaluation factors in a vector. Even the
first experiment was a major success: in only three days and 308 games played on
the Internet Chess Server{ICC) the rating of KnightCap increased from 1650 to
2130. The usage of ToPlecesBoard as an internal hoard representation allows an
evaluation that can quickly identify complex patterns. The move selection algo-
rithm MTD(f) [11] was chosen. A naive classification of the game situation into
four different categories was made by the evaluation function: opening, midgame,
endgame and mate positions. For each position class 1468 different eveluation
factors were defined, so that KnightCap could evaluate a total of 5872 different
coefficients. The version using a opening book reaches an ELO rating around
2400 — 2500 and beats international masters (2400 — 2600 ELO poiats) on a
regular basis.
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Fig. 1. Deep Blue versus Garry Kasparov, game 2 in 1997. At this position Deep Blue,
using the normal cocfficients, would have played the typical computer move Qb6 in
order to win a pawn. Kasparov and the viewers were quit surprised by Deep Blues
move Bed. This positionally strong move almost chokes every counter play and makes
the threatening move Qb6 now even stronger. Kasparov eventually lost this game.

2 Reinforcement Learning and Temporal Difference

Tn this section we introduce a reinforcement learning method known as Tempo-
ral Difference (TD) and the learning algorithm TD{)). This methodology was
first introduced by Samuel in 1959 [13], but our discussion adopts notation and
concepts first introduced by Sutton in 1988 [14]. Even though we explain the
learning algorithm in the context of chess, it can easily be regarded as a general
discussion about the methodology.

Let us denote with S the set of all possible states {chess positions) and with
2¢ € 9 the state at time £. The index ¢ also means that z; was obtained after ¢
played “actions”. For simplicity, we also assume that each game has a fix length
of N moves. Each state z; defines a set A,,of possible actions (legal moves}. An
agent selects one action & € Az, that produces a new state T4y from zy €0 T4
with probability p(ws, 2441,a). The next state z;.;denotes the position when
both own and opponent moves have been performed. Hence only these positions
will be examined, at which the agent can perform an action.

The agent will receive after each finished game a reward for the final move
r{xx), which in chess takes the values 0 for remis, 1 for victory and -1 for a
defeat. The expected value of the reward with an ideal evaluation function J* (x)
is J* := Eg|o7(zn). The main goal of the learning process is to approximate the
unknown and (probably non-linear) evaluation function with a linear function
J 8 xR —R:

Jz,w) = Z w;J; (),
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where w = (w1, ..., w; )T is the parameter vector. This assumption reduces the
problem to find w the for the corresponding J'(-, w) that best approximates the
function J*(.).

The learning algorithm TD{)) consist of an iterative update of the coefficients
w. Each iteration consist of playing a complete game with a fixed parameter w
to obtain a state sequence xy, . .., zy. Thus, the TD(\)-algorithm computes the
temporal difference d, between the evaluations of consecutive positions z; and
Try1 In the game:

dt = Jf(l't+1,w) - J’(a:t,w)

Since the function J'(z),w) for the last state 2, can be set to r{zy), we
canr compute the temporal difference for the predecessor state using dy_; =
rlew) — J{zy-1,w). It is expected for any ideal evaluation fanction that if
the evaluation of the state z, at any time ¢ is positive, then the outcome of the
complete game will also be positive {that is, a victory). If the temporal difference
is positive, then the actions of the agent improved. Since the player and the
opponent played during the transition from z; to z;.1, it is possible that the
opponent made an error. Therefore positive temporal differences are not taken
into account, because they can degrade the approximation. Playing errors of
opponent are not forced and should not be learned. If the temporal difference
was negative, then the state x; was not correctly evaluated. This evaluation needs
to be degraded, since the chosen move turned out to be worse than expected,
We therefore search the smallest change to the set of parameters holding the
biggest effect tawards this goal. The direction of the correction is obtained by
computing the gradient V.J'(-,w). The strength of the correction At is defined
as:

N-1

A=y M
=t

The update of w is performed is
wimw+ oYY V) [R5 /\J—fdj] .

The value At is the weighted sum of the differences in the rest of the game.
A value At > 0 means that the position z; was probably undervalued. Therefore
a positive multiplier of the gradient is added to the vector w, which will result
in a better evaluation with the updated parameters. If At < 0 holds, then the
position «,was overestimated and therefore w will be updated with a negative
multiplier of the gradient. The positive parameter « is the learning rate and will
- slowly converge stepwise after each learned game to 0. The parameter ) controls
the contribution of the temporal difference from a position z;until the end of a
game. With X = G no succeeding positions will be taken into account, and with
A = 1the complete state sequence influences the learning update. Tt has been
shown that A = 0.7 gives the most satisfying results hoj.
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In 1995 Tesauro published an article on the use of TD in his backgammon
program. His solution trained the coefficients of the very complex evaluation
function with the TD(\)-algorithm. The performance of the program was aston-
ishing. In its first appearance at the backgammon world championship in 1992 a
version participated that had been trained with 800.000 games. From a total of
38 tournaments encounters, only seven were lost. The succeeding version which
had been trained with 1.5 million games, lost only one of 40 games against one
of the world strongest players, Bill Robertie. '

2.1 Combining the Min-Max-Algorithm with Temporal Differences

Even though some learning approaches have successfully been applied to backgam-
mon, they can not be applied to chess directly. There are fundamental differences
between the two games. For example, small changes in the position of a backgam-
mon game will result in only small changes of position evaluation. This represents
a big difference in chess, where the main focus of the search lies in the chosen
future tactic. More computational effort should therefore be spent in order to
quickly analyze the search tree and make a prediction about the probable course
of the game. Thus, a fast evaluation of the position is required, which makes the
application of neuronal networks inadvisable.

A neuronal network seems suitable to correctly classify and cluster a current
position into position types. Unfortunately, a small change in the position can
result in a strong difference of the evaluation. This becomes obvious in chess
programming, where two position differing in only one figures location, may need
0 be evaluated totally different. Hence a combination of forward computation
in a search tree and the usage of a temporal difference algorithm TD{})) seems
to be logical solution. :

The strategy used in the backgammon engine consists on the selection of the
action o out of a position x, which minimizes the chances of the opponent to
increase its evaluation:

af(z) == arg min (&}, ),

where z, denotes the position reached after the action o has been performed
on z. Since the approach only to look forward a single move is not yet satisfying
in chess, some modifications had to be made, in order to use a search procedure
taking into note all future possible game situation until a specific depth. It seems
reasonable that modified algorithm TD-Leaf()\) will work on the best forced leaf
nodes of the search tree rather then just working on the root node like TD(X).

Let Ji(z,w) denote the evaluation value of the position z, when forword
looking d steps starting at z. The modified temporal algorithm is now using &
new temporal difference definition:

dy := Jy(pay, w) — Ty(ze, )

and a new the update step for w
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In an experiment made by KnightCap, all evaluation coefficients but the
material values (pawn 1, bishop and knight 4, rook 6, queen 12} were set to 0.
Playing on the Internet chess server FICS the initial elo rating of 1650 of the
program was computed in 25 non learning played games using this coefficient
vector. In the fallowing three days and 308 played games with the usage of TD
the rating could be raised to 2150.

3 State Classification

During a typical opening phase the figures bishops and knights should advance,
the king castle, and the pawns assume contro] of the center. The midgame is
most difficult to learn, since it-can contain many different advantageous pat-
terns such as the opening of lines, defense of open line with rooks, and attack
possibilities on the opponent king. In other words, many typical constellations
and short term goals are possible. Tn the endgame the king becomes a more
important and active figure. It holds the opponent away {rom his own pawns,
which are crucial due to their ability to transform into higher figures by reaching
the endline. Most beginners are thought to correctly differentiate between these
three position types, in order to avoid bringing the gueen or king too early into
the game. With further experience and game practice one quickly learns further
criteria to distinguish between more position types in order to improve one’s
game evaluation. For example, opposing castle direction {large castle vs small
castle) are most often followed by a tactical attack, which should result in a dif-
ferent evaluation of the position. Closed positions require a more strategical and
long termed based plan. In chess programming these observations are often not
taken into account. Chess-specific knowiedge is not reflected enough in the im-
plementation of a evaluation function. A main goal of the FUSc# development
was to include the Plan im Schach (the chess plan} and give the chess engine the
ability to search for its decision according to the current position type. Smaller,
short termed plans exist, suck as the exchange of a strong opponent bishop,
the control of key fields, strong figure patterns and long termed plans such as a
coordinated attack on the king side wind.

3.1 Chess Programming;: Opeﬁing, Middle Game and End Game

Only a few open-source chess programs can be found that differ between position
types beyond opening, mid, and end-game. A popular approach is to stress the
importance of king security in the opening phase and evaluate it highly, while
assigning a poor evaluation to the use of the center fields as target fields. This
is done in order to prevent the king from going forward and instead bring him
to safety on one side to allow the mid-game to start . In the endgame however,
the king is a key figure which should be brought to the center fields. The same
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applies to the other figures. In the beginning development is important, and in
the mid-game the control of the center and attacks on the opponent king.

In contrast, a method using TD-Leaf()) to optimize coeflicients, succeeded
in maintaining.each positien type represented in one game. On 'the other hand,
shortcomings include the fact that on average the mid-game is over-represented,
which results in very well learned mid-game coefficients, but others, like the
endgame coefficients get left out.

The planed future approach of FUSc# is to use a grandmaster database to
classify position types with the use of few important position properties, and
evaluate these position types with their own coefficients. It is not possible to
use TD-Leaf(A)to achieve this, since some position types occur more often than
others. This would mean, that for example, after 1000 games the position type
x was optimized 400 times, but the position type y only 5 times.

3.2 Classification Types of the Chess Engine FUSc#

FUSc# extends the basis set of position classes with the 32 combinations of these
boolean rules: both queens on the board (yes/no), kings position {left, middle,
right). Additionally a position vector for the endgame is added, which applies
when no more queen is on the board and the sum of bishops, knights, and rooks
is smaller then six or this sum is smaller then 3, when queens are still on the
board.

Only a few basic operations are required to decide which evaluation vec-
tor is chosen for its detected position type. For each of the 33 position types
a respective vector containing 1706 coefficients is stored, to a total of 56298
adaptable position criteria. KnightCap used 4 different position classes through-
out the training phase which each had1468 position criteria, differentiating 5872
coefficients.

4 TD-Leaf with Complex Evaluation

When using a very complex evaluation function, based on the differentiation of
various position classes and therefore differentiating the evaluation coeflicients
of each class, a global learning rate o for the TD learning method would falsify
the Jearning process. This is due to the fact, that the distribution of the position
classes may not be normal and hence some classes will learn stronger than others,
depending on their detection frequency in the best move search routine. Like
many other chess programs, KnightCap only used three different position classes,
s0 that the learning difference between these classes grew negligibly small, since
most trained games had positions in each position class. The chess engine FUSc#
deals with a wider set of position classes, so that it is likely to happen, that
some classes will be detected significantly less often then others. A local learning
rate solves this problem: for each position coefficient vector s1, so, ..., Sz local
learning rate o, oo, ... ax is defined, that is individually adjusted depending on
its detection accuracy.
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{a) (b)

Fig. 2. Distribution of the position classes. {a) The learning rate of the 33 position types
after 7 played games. Initially the learning rate was set to 1.0. After each learning step
the rate was decreased for each detected position type. The classes 23 and 24 have
detected most often. {b) The distribution of the 33 position types detected in the 72
learned games. Position class 23 represents the opening phase.

The update function for the coefficient vector w, containing all 56298 val-
ues of all partial position vectors wy,wa, ...,wss has to be adapted, so that the
o1, &g, ..., avzz local learning rates are assigned to the position vectors:

Wr =W O Z?:El VJé(mf, Wi ) [Zi__;l )\j*tdd,} s

where k= 1,2, ..., 33 denotes the position class ta the employed position z..

The difference to TD-Lear())-algorithm used by KnightCap therefore Hes in
the usage of the data gained during a game and by the independent optimization
of each position class detected in a trained game. Further improvements can be
achieved by using information gathered during a game, for exampie the main
variant and its computed position class values, and to use them in the learning
process.

5 Conclusion and Experimental Results

To determine FUSc#’s performance, it was tested on human players in 50 games
with different time settings (1 — 5 minutes time consideration). The evaluation
on the chess server resulted in a strength around 1800 £50. A manually created
vector was assigned to each position type. FUSec# thus did not. The initial
values for the learning rates oy, ag, ..., 33 were 1.0 and A set to 0.7. After a few
games & small increase in performance was observable, since FUSc# was making
first adaptions to the evaluation of the figure position and their effects on the
game. One probiem was that some position classes were not detected at all and
therefore could not be learned, while others were found and learned regularly.
The distribution of the 33 position classes after 7 played games is shown in Fig. 2.

At the end of the experiment FUSc# had played 119 games and increased
its performance from 1800 to 2016 {see 3). The position classes 23 and 24 were
found most often. The position type 23 represents an opening position, with both
kings on their ground lines. Position type 24 is detected when the black player
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Atudle Werbmp = 2016
2100+ Beste Watung - 2016

Fig. 3. Evaluation in the chess server after 119 games.

has made a short castle, 28 means that both players have made a short castle.
From the 119 played games 72 have been used to adapt the coefficients and learn
from the outcome of the game. The distribution of all detected position types is
shown in Fig. 2b.

Improved performance was notably after playing only few games. It is crucial
that all position types receive enough information for a correct adjustment of
the coefficients. We estimate that FUSc# requires more then 30000 training
games to correctly adapt all 56000 of the 33 position types and correctly learn
therm. This has not been verified yet. Looking at the results, it is clear that the
optimization of the manually set values {all class types were set to the same
initial values) increased the game quality remarkable. After 72 trained games
the elo rating raised up to more then 2000. A main factor here was the king’s
security, which was correctly learned by FUSc#, activating the king in some of
the position types and bringing him to the center of the board.

The successful usage of TD-Leaf(}) in the chess engine KnighCap could be
confirmed with FUSc#. Since the evaluation function of FUSc## takes into ac-
count many more position types, it needs a much greater sum of games to train
with in order to achieve results comparable to KnightCap. Not even human
players can become grand masters over night. It remains difficult to compare
the learning progress of both programs, since KnightCap calculates its moves
deeper then FUSc# and therefore has more success in finding tactical moves.
Often, FUSc# appeared to be in a superior position and could have developed
its strategy pretty good, but oversaw tactical implications and for this reason
lost the respective games. To extend the automatization of the learning process
the UCI-protocol needs to be changed. The chess engine should e.g. be informed
about the outcome of a game and be allowed to perform a thinking phase, where
learning parameters can be updated and allowing for learning to take place.
Tests on the chess servers showed that the choice of the 33 different position
types was a little unfortunate. e.g no differentiation was made whether both or
just one queen was on the board or not. FUSc# classification does not take this
information into account. Also some of the classifications oceurred seldom or not
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at all. The opening phase needs some rethinking. At the moment only one vector
is used to train it, but it seams that more diversified features are needed.
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Abstract,

The design of a PID controller is a multiobjective problem. The designer has to adjust
the controller parameters such that the feedback interconnection of the plant and the
controller satisfies a set of specifications. The specifications are usnally competitive
and any acceptable solution requires a trade-off among them. In this work an
approach for adjusting the parameters of a PD controller based on multiobjective
optimization and genetic algorithms is presented. This approach was proven
successfully to find the parameters of a PD controller on a level plant

1 Introduction

In recent years the development of controllers on the base of genetic algorithms has
been paid much attention. The PID is the most accepted controller in the industry. In
fact, most of them are PD controflers because the integral action has been switched
off. Although the number of parameters to adjust in a PID controller is very small and
a great deal of tuning rules can be found in the literature [1]. In 2 recent study, it has
been experimentally checked that more than 30% of the installed controllers are
operating in manual mode and 65% of the loops operating in automatic mode are
poorly tuned [2]. This justifies the search for new approaches to adjust industrial
controllers. ‘ '

During the past decades great attention has been paid to optimization methods for
controller design. The control design problem is a multiobjective problem. An
effective design method should allow one to deal with several objectives that could
possibly be expressed using various types of norms.

The fixed stracture of the PID controllers creates serious problems for applying the
modermn optimal design methods that deal with unstructured controllers. Moreover, the
resultant optimization problem is not convex and local optimization methods can be
stuck in a local minimum. This has motivated the use of genetic algorithms GA’s for
adjusting PID controllers [3-5].
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The genetic algorithm is a method for solving both constrained and unconstrained
optimization problems that is based on natural selection. The genetic algorithm
repeatedly modifies a population of individual solutions. At each step, the genetic
algorithm selects individuals at random from the current population to be parents and
uses them to produce the children for the next generation. Over successive
generations, the population "evolves" toward an optimal solution. Genetic algorithm
can be applied to solve a variety of optimization problems that are not well suited for
standard optimization algorithms, including problems in which the objective function
is discontinuous, multiple, nondifferentiable, stochastic, or highly nonlinear.

In this work an approach for adjusting the parameters of a PD controller based on
multiobjective optimization and genetic algorithms is presented. This approach was
proven successfully to find the parameters of a PD controller on a level plant

The document is organized as follows: in section 2 the plant is described, in section 3
the optimization approach is explained, in 4 the results are presented and finally in
section 5 the conclusions are established.

2. System description

The plant in this work is a water level system. This system is controlled by a PD
Fuzzy system [6]. The PD Controller has three gain parameters to adjust the behavior
of the control. Every parameter has an effect over the system behavior. In the water
level System there are three objectives identified to be considered in the output level:
Maximum Peak level (MP), Time to reach the desired level (TC), Time for
Stabilization (TSS). These objectives are shown in the figure 1.

]

)
>

\ 4

v

TC

)
-

TSS

Fig. 1. System response objectives.
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Our whole system has the following configuration: The reference level block, the
error signal and error rate block, the PD Fuzzy Block, the output signal block and the
plant. Figure 2 shows the system configuration.

Reference P ( ) » Error signal and error . PD Fuzzy controller
level " rate g
A *
QOutput signal treatment
Plant

Fig. 2. System configuration

There are inside the “error signal, error rate” and the “output signal” blocks three
gains that affect lineally the system. The gains are for the input: Error Gain (Ge) and
Rate Gain (Gr), and Output Gain (Gu) [7] for the output.

Ezror signal, ervor rate block

Error ! ; error
' 1 Ge j ¥ Fuzzy PD
: ' Controller
; ¢ rate
' P : >
: dE/dt Gr !
1 1
~Rmpatblock .-
i
1
' Signal converter (To an adequate
' level for the system)
Water level Water level system !
¢
]
]
]

1 (Water tank}
Gu

Fig. 3. A closer look into the target system. Here the gains can be located (Ge, Gr and Gu).

Ge, Gr and Gu will be the input variables for the GA, while TC, MP and TSS will be
the objectives to achieve.
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3 GA procedure

Multi Objective Problems (MOP) is a field where in the latest years has been many
advances and new algorithms have been developed and proposed. The general field
where all these algorithms have been classified is named Multi- Objective
Evolutionary Algorithm (MOEA) [8].

In the process to solve the multi-variable algorithm and the MOP, some techniques
that allow improving the effectiveness of the algorithm will be used. These techniques
converge in a faster way to a convenient solution.

The problem can be divided in three main sections: A general GA implementation,
the Multi-Objective Algorithm (MOA), and the Multi-Variable Algorithm (MVA)

The general implementation procedure contains the following operations:

1. Set parameters

2. Create randomly a population
3. loop until condition

4. mix population

5. crossover

6 mutation

7 evaluate fitness

3 natural selection

9. end loop

10. Show results

MOA will act in the fitness evaluation process (step 7), and MV A will act in the
crossover process (step 5). The rest of the steps can be created as any normal GA.

3.1 General GA implementation

This process is almost the same as any other GA; however is needed to add some
specific parameters that help to the MOA and MVA procedures. The crossover step
will not take place in the general GA implementation, it will be done in the MVA
procedure, and the fitness evaluation will be completed by the MOA procedure.

For the MVA, three random seeds will be created (one for every variable), so it can
have independent values to create or mutate each gene. Also for the MOA a
dominance factor is needed; this will tell the crossover algorithm (the MV A) how to
mix the genes. In MOA the parameters are set to the desired values for the objectives,
and the weight of them.
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3.2 MVA implementation (Crossover)

In this part the inheritance theory from Gregor Johann Mendel is used. The Mendel’s
Theory states a set of primary tenets relating to the transmission of hereditary
characteristics from parent organisms to their children

This theory basically tells the way the parent’s genes are affecting genes in the
offspring. There are two types of genes in the parents, the dominant genes and the
recessive genes. The dominant genes will affect mostly in the offspring, while the
recessive gene will have little effect. Enumerating some cases from the gene
combination based on the dominant factor (Table 1).

Parent 1 gene | Parent 2 gene Offspring gene
+X -Y X(Y) Mainly affectby X
X +Y Y(X) Mainly affectby Y
+X +Y XY Equally affectedby Xand Y
-X =Y XY Equally affectedby X and Y
++X -Y X Only affected by X
-X +Y Y Only affected by ¥

Table 1. The possible combinations from the genes considering the dominance factor. + means
a dominant gene, + means a superior gene, while — means a recessive gene, and -- a gene that
is likely to disappear.

Table I shows that there are 5 different kinds of breed from the parents. This table
applies for every gene in the chromosome. It is needed to consider all the possible
combination, because it cannot be decided a priori what would be the dominant gene.
This is due to the Multi-objective problem; cannot be assured if giving more weight to
a gene will improve or will degrade one or some of the objectives.

Based on table 1, the total number of the new breed for each pair of individuals can
calculate as: :

offspring _number = number _of _ combinations™™ - -5 (D

In the system there are 3 genes and using 5 combinations, this will give using
equation (1), 125 new offsprings in every generation for every parent pair. Thisisa
big breed, but eliminating some the possible combinations can reduce it.

For the combination of the genes, it will be used Eq. (2), so the general definition of
the crossover is an arithmetic operation. The vatues for gain_1 and gain_2 correspond
to the dominance factor defined for the gene.

2)
new_ gene = (gene_l*gain_l+gene_2*gain#2)/2
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The dominant factor will be multiplied by gere_ 1 or gene 2, depending on the
combination and the way the algorithm needs to converge (table 2),

Parent gene 1 | Parent gene 2 Formula for the offspring gene
+X -Y ] {X * (Dominant_factor) + Y) /2
-X +Y (Y * (Dominant factor) + X) /2
+X +Y (X+¥)/2
-X -y (X+Y)/2
+ X --Y X
-X ++Y Y

Table 2. This table shows the formulas used depending on the gene combination.

Considering the previous tables and equations, the MV A can be described as:

I.  Take pairs of individuals (parents) from the population

2. Create the number of children according to the combination formuia (1)

3. Assign values to the genes depending on the combinations done base on
Table 1 using the formulas given by Table 2

3.3 MOA implementation (Evaluate fitness)

This process operates with each individual that has not been vet evaluated. In the
water. level plant, the objective functions are measures from the output response. As
the controller affects the system, it is relatively easy to define equations that evaluate
the objectives of the system dynamics.

The solution is to accomplish an implementation of the whole system, and set the
gain values using the data contained in the genes of each individual. So for each
individual it will be run a simulation of the whole process in order to obtain the
objective values.

After evalnating the objective values with the data from the individual, the output
values are compared against the desired values, and the error rate is obtained. The
equation (3) can be used if the desired value is not zero. If the desired value is zero,
the error rate can be approximated by equation (3a). The correction value in equation
{3a) should be set by testing; the value should be set between 0 and 1. This cosrection
value prevents big values in the error rate.

error _rate = (Ide.sired _value —obtained valuel) / desired _value 3)

error _rafe = [obtained B Valuel *correction _value (3a)
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Equations (3) and (3a) produce three error values (one for each objective). Now the
error values are combined in a fitness value, so this fitness value ranks the individual
behavior obtained.

The next step involves the weight values set for every objective. These weigh values
define how strong is the objectives in the algorithm. Thus, a stronger objective will
affect more the fitness values than one with a low weight.

In MOP the fitness value is calculated from the three objectives using (4), this
expression calculates the weight mean depending on the weights values and error
rates of every objective (lower fitness values are considered to be better).

(error _1Eweight 1 +error _2%weight _2-+ervor _3*weight _ 3) 4)
(weight _t+weight _2+weight _3)

Jfimess =

The process is summarized as:

Evaluate the system for every individual in the population

1.
2. Get the objective values for each individual
3. Calculate the error rate for every objective
4, Calculate the fitness values

4 Resnlts

The implementation of the GA was made in Matlab and Java. Java was chosen due to
the nature of the problem that can be mapped directly to OOP; and also because it is
supported by Matlab.

In the water level plant, MP parameter is defined as the absolute difference between
the maximum real value and the desired value. This is a little different from the
original definition. This change makes possible support the case, when the output is
under the desired level.

Considering the importance of the parameters, the weights must be selected. MP is
the most important parameter as well as the TC parameter, while the TSS parameter is
not considered as critical in the application. In order to set TC and TSS to the desired
values, the minimum filling time for the water plant should be considered. This is
around to 162 seconds, so TC an TSS can not be less then this value.

Parameter Value
Weight for MP 1
Weight for TC 1
Weight for TSS 0.1
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Population size 10
Dominance factor 0.2
Mutation factor 50%
Desired level 60
Seed for Ge 1440
Seed for Gr 2
Seed for Gu 3
Desired MP .01
Desired TC 170
Desired TSS 180

Table 3. The parameter used in the GA implementation.

After rurming the GA 30 generations, acceptable results were found (Table 4). TSS
is exactly the required value and a better Mp value was found (closer to the desired
level), only TC was higher than expected. This can be considered a good solution to

the plant {only 0.0886 in the fitness value).

Parameter Desired values Obtained values
MP (weight 1} 01 0085
TC (weight 1) 170 174
TSS (weight .1) 180 180

Table 4. The result from the tuned up parameters after 30 generations

An optimal result was found after only 18 generations, which can be considered a fast
way to get the gain values for the PD controller (Fig.4). The gain values were Gu:

1.674270492132032, Gr: 83.5564484964882, and Ge: 75.69871513072385,

Fig.4. The fitness function shows how an optimal result was found after 30 generations.
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5 Conclusions

In this work an approach for adjusting the parameters of a PD controller based on
multiobjective optimization and genetic algorithms was presented. This approach was
proven successfully to find the parameters of a PD controller on a level plamt

PD and PID controller systems can be greatly improved using the techniques
described in this paper. The controller can be set to operate in a desired operation
range with a minimum of error.

Moreover, the technique used in the controller finds an optimal set of gain values
faster than manual procedure or other techniques. This is true most of the time, due to
the randomness in the nature of the technique itself. Some times the GA would find a
local solution, so the algorithm should be stop and started again. Doing this restating
process will allow the GA to find a better place to converge to a good solution.

To find a good solution the dominance factor was set to a level that let the GA to
change in fast way without losing precision (a high value make the GA converge
faster, and low values make the GA get more precise values). It was found that this
value can be between 0.1 and 1 to find optimal precision-speed performance.

The seeds for Gr, Ge and Gu were chosen using previous experiences in the system,
so the random values were generated close to some values that give a stable behavior.
These seeds guaranty that the GA will start around a value that can be closer the
desired. The mutation factor was chosen to 50% to let the GA have plenty of new
points to search without being a random search with not a tendency.

The problem using GA-MVA-MOA, is the amount of resources needed to make it
run. The memory and the computer speed affects greatly in the GA performance. As a
consequence a really careful setting in the initial parameters in the GA should be done
in order to get good results and have a good performance in the GA.

The population was set to 10, this was due to limitations of resource in the computer,
also 10 is wide enough to let the GA have a good number of combinations without

overwhelming the algorithm.

The incorporation of MVA and MOA in GA allows to find optimal gain vales
faster than other methods and to reach the global minimum.
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Abstract. This document presents & new method for the induction of nonlinear
dynarnics for deforming and cutting virtual objects using haptic devices. The proper-
ties of the virtual objects are obtained of bio-mechanical characterization reported in
{he literature. The dynamics are generated over differentiable manifolds defined by
implicit functions and using the orthogonal decomposition of the haptic device dy-
namic. An exponential bio-mechanic model of liver tissue during deformation is im-
plemented along with an energetic model of cutting based on fracture mechanical ap-
proach. The experimental results are presented within a platform running with a
3DOF haptic device and a 3D environment showing a stable interaction.

1 Imtroduction

Modeling the dynamic properties of different kind of tissues during deformation and
cutting is an essential task for developing a surgery simulator that pretends to ap-
proximate the perception of the user to the reality. The more realistic the mode] pro-
grammed is, the more accurate the force feedback is computed during the simulation
using a haptic device. The bio-mechanical properties of tissues during deformation
and cutting are generally nonlinear mathematic models. A haptic engine that allows
the recreation of this kind of dynamic models is needed to accomplish the task.

An approach using mass-spring-damper(MSD) model system are shown in [1]. An
approach based on the bookkeeping of force deflections curves stored ai the nodes of
a triangulated body surface is presented in [2] and [3]. An energetic mode] of interac-
tion during cutting of samples of potato and real pig's liver tissue is presented in [41.
A nonlinear dynamic model due to friction, deformation and cut during needle inser-
tion is presented in \cite{aguja2}. A cutting model approach using Local Element
Method (LEM) is presented in [5]. An exponential model of deformation, of in~vivo
and ex-vivo pig tissues, is obtained in \cite{In-vivo} using specific devices to meas-
ure tissue properties under extension and indentation, as well as to record instrument-
tissue interaction forces. To produce realistic behavior in virtual environment simula-
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tions for surgical training, it is important to have a haptic engine that allows the rec-
reation of this models and characterization using a haptic device.

1.1 Contributions

Arimoto [8] presented a method for orthogonal decomposition of the forces during
the interaction between a robot manipulator and an infinitely rigid object. We propose
a new methodology based on this orthogonal decomposition applied over a haptic de-
vice's dynamics, enabling the implementation of a control law that generates different
kinds of dynamic models for haptic rendering virtual object's dynamics, this new
method permits the simultaneous generation of contact forces like deformation and
cutting and surfaces properties like tangent friction. In this paper a nonlinear defor-
mation model and tissue cutting characterization model are presented along with sim-
ple surface properties for virtual objects. The models presented in [7] and [4] are im-
plemented using Phantom Premium haptic device [9], The human-in-the-loop
experimental interaction results are presented with a discussions an future work.

2 Dynamic induction using orthogonal decompositien

A methodology that allows the orthogonal decomposition of the dynamic of a haptic
device is presented in [107, and the most important issues are dicussed here,

The dynamic of a haptic device is modeled as chained linked robot:
H{g)q+Cq,)g +q(q) =7 +7, w
£, =J7F @)

whete g,¢ € R” are vectors that represents the articular position and velocities, 7
is the number of degrees of freedom (DOF), H(g) € R™ is a matrix representing
the inertial forces of the haptic device with H(q)=H (q) positive defined,
H{g) e R™" isthe Coriolis forces matrix with (¢)—2C(g,¢) an antisymmet-
ric matrix, g(g) € R is the gravitational force vector, 7 & R is the input torques
vector, J € " is the haptic device's analytic Jacobian, F " € R’ s the human input

force, 7, € R" represents the mput torques due to F.

The virtual object's dynamic properties are generated by two manifolds defined as an
mplicit functions of the articular variables g as follows:
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Vv, ={geR" | o(q)=0} @)

V,e=1ge®R" v{g)=0; @

with @(g):V, — R called object manifold and wig):V, —» R called psi

manifold.
The orthogonal decomposition of the haptic device's dynamic is achieved applying
the following control law:

£, = C(q.0)q + 2(q) ~ PH(@)T o) 9~ QH( @04 =T o Ay = 0L ®)

JIJ (6)

where J,, and O are the jacobian matrices of functions @(g)and ¥ (g) respec-

tively, ./ is the pseudo inverse of J ,- The variables A, and ¢ ;are used to induce

the dynamics and surface propertics of the virtual object as is presented later in this
document.

Substituting (5) in (1) and using the analysis presented in [10] the close loop

equation that is to be analyzed is:

@(g) =M (A=24) @
wi(g) =M, (&~ (8)
with ’
M, =JH(@@"J, @
M,=0H(@™"Q (10)

3  Exponential deformation model

For recreating the correct force feedback during interaction with nonlinear dy-
namic object like organic tissue, it is important to jmplement mathematic mod-
cls that represents the properties of the real tissue. One form to accomplish
this task is to implement the bio-mechanical models obtained form direct ex-
periments.
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A mathematical model of pig's abdominal tissues is presented in [7}, the bio-
mechanical characterization is done using surgery tools coupled with sensors during
deformation. The mathematic model is: .

F=oqe” (11)
where £ is the reaction force, & and [ are specific constants for each kind of tis-
sue, 0 represents the stretch ratic during deformation. For pig intestine sample the
values reported in [7} are & =3.7x 10" and A = 9.4 for ex-vivo experiments and
& =43x10"and £ =13 for in-vivo experiments. To induce this behavior the
variable A is defined as follows:

2D (12)
Ay = —M;BG(D(Q) + M;ae fo

where @, f are the constants reported in [7] and LO represents the sample's thick-

ness 1n the direction of the compression force, B, is a defined positive constant that

represents the virtual object’s viscosity coefficient, used to induce stability to the
whole system. The sign within the exponential is because the value of @(q)is nega-

tive inside the virtual object. Substituting (12) in (7) we obtain the following dynamic
system;

_pr) (13)
oD+ Bp—ce & =M, A

The implementation of tangent friction is achieved through the variable £, as fol-

lows: ) .
§s=Byr(q) 14

where B, is a diagonal matrix with ail positive values b, . Substituting (14) in
(8) the following system is obtained:

(@) =M, & - M, By(q) (15)

4 Cutting model using a fracture mechanics appreach

One of the principal task during the interaction with tissue is cutting. An approach of
this task s presented in [4] based on fracture mechanical approach, this model pre-
sents an encrgetic interchange between three states: deformation, fracture and cutting,
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The analysis in [4] is done considering a rectangular sharp tool as is shown m Fig. 1.
The energetic interchange is represented by the following equation: .

AW, = AU + AT, (16)

where AW, represents the extern energy applied, ¢U is the change in the elastic po-

tential energy and AU is the irreversible work of fracture. During deformation the
.external energy applied is stored as elastic potential energy, one example of this be-
havior is the deformation of a linear spring (£ = ;kxz ) where the energy applied to
the spring is stored and recover when the spring is released, this behavior is presented
in the following equation:

AW, =AU an

If the interaction during deformation reaches a stored energy limit the behavior
changes from deformation to fracture interaction, this limit is called the material's
yield point. During fracture the elastic potential energy stored instantaneously creates
a crack in the object:

AW, =AU (18)

During cutting interaction the energy applied increases the depth of the crack
done during fracture interaction.

AW, = AW, (19)

Fig. 1. Tool-body interaction model presented in [4], F represents the force
applied, v represents the penetration depth, and L tepresents the length of the tool.

The transition between the interaction modes is as follows:

1. Without contact the state is considered as free movement.

2. Once the virtual tool is in contact with the virtual object the deformation state
is present.

3. The exiernal force applied stores elastic emergy accordingly with the elastic
deformation mode! used.

4. The deformation interaction continues until the yield point is reached at this
point the interaction changes to fracture.
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5. The elastic potential energy stored at this point is released creating the crack.
If the tool keeps going inside the object the cutting interaction is reached oth-
erwise the state returns to free movement with the new contact surface at the
end of the crack.

The procedure is shown in the Fig. 2, where v represents the penetration speed.

Free

| Movement Cutting

Contact % ? % S0

. AU > vierd point
Beformation __m:;, Fracture

Fig. 2. Interaction modes sequence presented in f4].

To induce this behavior the variable ﬂd from {5) is de "ned for the deformation and
cutting interaction modes as follows:

Ay = Fa’ej (p.@) 20

Ags = F (0, 9) @1
where /1d2 and /'id3 are used for deformation and cutting respectively, der and

F represents the interaction models for deformation and cutting interactions, this
models have to be chosen such that (7) is stable. One example could be the spring-
damper model for deformation for < der 32d a constant force F as is presented in

(4},

5  Experimental platform

The models presented in this paper are implemented in a computer to simulate nonlin-
ear deformation and cutting interaction. The PC is running at 2.4GHz with AMD
Athlon processor, 1Gb RAM, 64Mb NVIDIA Ge Force 4 MX and RedHat Linux 9.0
with real time patch. The user application was developed using Qt [11] for graphical
tools and OpenGL and GLU for 3D graphics, the programming language was C++.
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Fig. 3. Experimental platform. Left: PC, monitor and haptic device. Right: GUT using
a wired virtual hand used as proxy during the interaction with a virtual sphere, the
buitons, sliders and text boxes for changing the experimental parameters in-line.

The haptic device used is Phantom Premium [12], the dynamic model is obtained in
[13]. The Fig. 3 shows the GUI during the interaction with a virtual sphere along with
the tools used to change in line the parameters during the simulation. The graphics of
the most important process variables are shown, also a wired hand used as proxy is
presented.

6 Experimental results

The experimental results of two interaction models are presented, the first using the
exponential deformation and the second using the cutting model both with tangent
friction and using a plane as the virtual object. The virtual plane

is defined as de XZ plane at the coordinates origin as it is shown in Fig. 4.

.
\
I

o | ¥ 1

I 6|7
234

Fig. 4. Displacements during interaction with a virtual plane. Left: displacements or-

der during experiment 1. Right: displacements order during experiment 2. The z axis

is considered in direction outside the sheet.
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Experiment 1: the experiment starts with the proxy at the origin of cartesian co-
ordinates (x = 0; y = 0; z = (), the dispiacements are done using straight lines in the
foflowing directions: -y, v, -y, v, -X, X, -X, -z, z. This is shown in Fig. 4 left, where the
numbers 1-9 represents the order of the displacements.

Experiment 2: the experiment starts also at the origin of cartesian coordinates,
the displacements are done using also straight lines in the following directions: x, -x,
X, -Z, Z, -y until reaching the cutting mode then and finally y. This is shown in Fig. 4
right.

The implementation of the exponential deformation model the equation used
was (12) and for the cutting model the following variables were defined:

¥ (22)
Agr =-M Byp+ Mlae

Ay =20 23)
Both experiments use the following parameters;

B, =20, =43x% 1077,ﬁ =13,, L, = 0.1 the tangent fiction is induced using

(14) con b, = 0.06 for experiment | and b, = 0 for experiment 2.

Object Msnifold

: : H . : T - T
nmf : : : r*ﬁ" Force ¥s Defomsation . .
T G \\ : : 18 . P o . / 1
Samp | / f\’wm : /
\ ! . : ” : B Food
a0 : ; : : : )
: : : : & : :
Y] : i L : L ' s S b e e N
i nz 04 ag na 1 12 14 g4 :
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Nommal Foree g3 : :
5 _ : : g3 i
oA
SRR : : 2
£ 4 \ : : : : :
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Fig. 5. Experiment |, interaction with a virtual plane using the exponential deforma-
tion model with tangent friction. Left: Object manifold and normal force vs £. Right:
Deformation vs Force response
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Fig. 6. Experiment 2, interaction with a virtual plane using the exponential deforma-
tion and cutting model without tangent friction. Left: Object manifold vs £. Right Nor-

mal force vs £.

Experiment 2

L

94

Nevdons

MNormal Force
---—-= Qbject manifald
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Fig. 7. Transition between the different modes in the cutting algorithm, the reaction
force is presented with a filled line and the object manifold with dotted line. The de-
formation mode is presented until £ = 5:4128 seconds, then the yield point is reached
and the interaction switches to rupture mode for 1 millisecond this is due to the plat-
formy's sampling period, then the interaction switches to cutting for 156 milliseconds,
in this mode a constant force of -2 Newton is presented, at last the tool moves cutside
the virtual object and the reaction force is zero.
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7 Conclusions

A new methodology for the implementation of bio-mechanical characterization for
the interaction with a virtual object simultaneously with surface properties, using a
haptic device has been tested presenting a high performance on a low end computer.
The experimental results using two different interaction models, exponential deforma-
tion Fig. 5 and cutting interaction Fig. 6, presented in the literature is shown, An ex-
tended explanation of the interaction during cutting is explained in Fig. 7, where it
could be seen the four interaction models presented in [4]: Free motion, deformation,
fracture creation and cutting.

The methedology could be implemented t¢ any nonlinear bio-mechanical model as
long as it could be expressed in terms of the depth penetration and penetration speed.
Complex surfaces properties could also be implemented. The extension to any arbi-
trary object form could be implemented as long as it could be expressed with a set of
implicit equations. The experiments were done during a human-in-the-loop interac-
tion showing a stable behavior in a low end experimental platforn.

& Future work

The futare work will be to implement complex surface properties like textures and
advanced friction models for making more reafistic the interaction, Also the imple-
mentation of complex objects defined by a set of implicit equations is the next step.
The implementation of the methodology using different haptic devices is at hand.
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Abstract. In this work, an adaptive control strategy for the synchro-
pization of robotic manipulators is presented and verified with numerical
results. The idea of synchronization is that various systems, that may
have completely different dynamics, behave in 2 way that there exist no
residual difference of their outputs. Here we present an approach for the
synchronization of robot manipulators in spite of unmodeled dynamics
and parametric uncertainties, external disturbances as well as paramet-
ric and structural differences of the robots. It is achieved with the help
of a nonlinear controller with robust characteristics that only requires
the measurement of the angular positions. The uncertain functions are
grouped into a new state that'is, together with the other states of the
system, estimated by a high-gain observer. With the estimated sfates
a feedback is implemented that is based on the idea of linearization.
Finally the proposed methodology is demonstrated for a two degree of
freedom (DOF) robot manipulator and numerical results are presented.
Keywords: Robot synchronization, Synchronization, Robust synchroniza-
tion.

1 Introduction

Synchronization is a phenomenon that has many examples in natural processes,
such as the perfectly coincided oscillation of two pendulum clocks hanging from
the same base [1], the synchronous firing of neurons [2],[3] or the symmetry of
animal gaits [4]. As in these examples the synchronization is achieved by inter-
connections in the systems without any external interference, we speak of self-
synchronization. Additionally we find numerous examples in different mechanical
and electrical structures, such as transmitter receiver systems, quadruped robot
movements [5] etc. where the synchronization is achieved by external inputs and
couplings, because of which we speak of controlled synchronization. This article
focuses on the controlled synchronization of robot manipulators. We find many
applications in production processes, where the synchronous behavior of robotic
systems is necessary for the production of parts with equal quality. In surgery,
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new minimal invasive robotic systems have been developed [6] that require the
synchronization of the robot with the trajectory that is generated by the oper-
ating surgecn.

While the control of robot manipulators is a classical control problem, the prob-
lem of synchronization of robots has not received much attention. We can find
some approaches in [7] where the parameters of the system are estimated by an
observer using only angular positions. Using those estimates an adaptive control
strategy is realized. However, this technique requires the exact knowledge of the
dynamics of the systemn, which results in a non robust approach. Therefore, in
a realistic case, there are no knowledge of the frictions terms, parameter varia-
tions, etc.

In this article we assume that the parameters and the dynamics of the robot
system are uncertain and that only the angular positions can be measured. De-
parting from the ideas presented in [8] we use the proposed rohust nonfinear con-
trol scheme for the Multiple Input Multiple Output (MIMO) case. The method-
ology achieves the synchronization of an arbitrary number of robots in spite
of structural and parametric differences of the robots and it is robust against
external perturbations, friction and parameter variations. After a transforma-
tion of the system into a linearizable canonical form, the uncertain dynamics
and parameters are lumped into an new state. This new state is, as well as the
angular velocities, unknow and because of which it is estimated by a high-gain
observer. With the estimated states a stabilizing controller is implemented that
bases on the idea of linearization. Finally the robots are connected in a mutual
pattern that achieves the synchronization between the rohots and with respect
to a trajectory that is given by the user.

2 Problem Statement

Let us consider a robotic manipulator that consist of w links and has m rotatory
degrees of freedom that create the generalized angular positions ¢t = 1..m.
We assume that it is possible to generate m torques v;, ¢ = 1..m in the link
connections, for example with the help of electrical motors, hydraulic systems
etc. It was presumed that it is possible to measure the angular positions of
links at each point in time while the availability of the angular velocity was not
postulated. The links of the robot were modeled as perfectly stiff, i.e. bending
and vibration effects were neglected. With the help of the Lagrange or similar
equations we can derive the following model of a robot with m rotatory degrees
of freedom:

j=M(g) ™ (v~ Clg,¢)d — glg) — plg)) (1)

Mig} € R™*™ ig the symmetric, positive definite inertia matrix while (g.9)¢
R™ represent the Coriolis and centrifugal forces. g(q) = %q Euor € R™ denotes

the gravity forces and the friction in the element connections is represented by
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the function p(¢) € R™. We decided to use the static friction model that was
proposed by [12]. It is represented by the following equation:

pi(d:) = Bu.gi + By, (1 — ﬁ1+ezii_lqi) + By, , (1 = -Hezii‘zqi) i=1.m (2)

Where B, is used to model the viscous friction while the remaining terms ap-
proximate the Coulomb and Stribeck friction effects.
‘We carry out the following transformation:

1 q1 Tm+t1 g1

Im Gm Tom Gm

Now (1) becomes a nonlinear m x m MIMO system, that is characterized by
n = 2m first order differential equations:

&= f(z) + g1(z)71 + - + G ()T
y = [#1.Tm]” (4)

With the states z € R", the system input 7 € R™ and the system output
y € R™. The system is characterized by the function f(z) € R™ and the matrix
g(z) € RM*™:

Tm+1
- O'mxm Omxm

flz) = : 19(7) = [Omxm M(m)—l] (5)

T2am

M(z)™* (—Cl(=, 2) — g(z) — p(#))

For the synchronization of two or various robotic manipulators, we will presume
that every system fulfills the following assumptions:

A.1: Only the angular positions [g;...gm] can be measured at each point in time,
ie. not all the states z;, i = 1...n of the system are available.

A.2: There is no exact knowledge of the structure and the coefficients of M (g),
C(g,9), 9(q) and p(4)-

A.3: The robotic manipulators may be strictly different, but they all have the
same degrees of freedom and the same inputs.

There are numerous synchronization designs, such as serial or parallel master-
slave models etc. [7]. However, in this work we will discuss the mutual syn-
chronization pattern, where synchronous behavior is achieved with the interac-
tion between the robots. The robots are arranged in a network and every robot
could be connected to all the other robots. Let us suppose we have a number
of 1 robots. For mutual synchronization the trajectories of reference yref, , With



66 Manfred Giljum and Gualberto Solis-Perales

1=1.0, k= 1.m of the robot i for the degree of freedom k are calculated as
follows:

I
UYrefirw = Yd,, — z I{Cp.j (Wi — Yik) (6)
F1.ge

Where yg € R™ is the desired trajectory that is given by the user, which is
equal for all the robots and has to be smooth. HK,p, . are the so called coupling
factors. They define how strong the robot ¢ will interact with the robot 5. High
values of the coupling factors will lead to a fast synchronization between the
robots, low values will lead to a fast synchronization of the robots with the
desired trajectory yg. The synchronization of all robot manipulators is achieved if
lime ool [Yrese, (1) — yin(8)|| — 0 for i = 1.l and k = 1...m. It is straightforward
that this is only possible if also 14y o [[ya, (1) — v (8)]| — 0 for i = 1.1 and
k = 1...m. The synchronization problem can be formulated as the design of the
interconnections between the robots and the creasion of control feedbacks for the
robots. In the next chapter we will propose a robust control feedback strategy
that 15 well suited for the mutual synchronization of robots.

3 The robust synchronization scheme

For the implementation of the proposed feedback scheme the system has to be
transforined on Burnes Isidori Normal Form. Because this transformation re-
quires the knowledge of the relative degree vector, we will nuse the following
definition {11}:

Definition 2: (Relative Degree) The relative degree vector [ry...r,] of an affine
MIMO system as in (4) is defined by:

1. ngL"}hi(r) =0forallxclosetozpand 1 <7, j<m, 0<k<r—2

2. The matrix A{zq)} is nonsingular
LglL;l—lhl(ﬂfg) LgmL?_lhl(xg)
Afzg) = : E
Lo L7 hm(0) o Lgy LT him(0)

With this definition we can find that, for the robot manipulators 4(z) = M(z)~!
and that the relative degree of every input isr; = 2 As ( =y + .41 =0
the system has full order and therefore it has no internal dynamics. Now we can
carry out the transformation z = ¢(x), ¢ : ™ — R™, with:

211 hi(z) Iy
Z21 Lihy(z) T+l

Hlz) = | 212 | = halz) = *z (M)
22.m thm(a:} Lam
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With this transformation the system (4) is linearizable and becomes:

11 z9.1
Z21 a1(2) + i BT
,é = 2,:’1,2 = 22,2
. (8)
ig,m am(z) + Z;r;l ﬁj,m(z)rj
T T
y=M o Yml =121 e Fm)

Tn the case of robot manipulators the transformation z = ¢(x), ¢ + R — B"
is always a diffeomorphism and thereby z = ¢{zx) is an invertible transfor-
mation. This means, that if we can control (8) we can also control {4). The
vector af(z) : R*™ — R™ is defined by oz} = Lffhi(qb_l(z)) and the ma-
trix 8(z) : R?™ — R™ ™ by B;:(z) = Ly, Lshi{¢™*(2)). We find that alz) =
Frnp1 (672 (2)) fom (¢7H(2))]" and B(z) = M({¢~(z))"". Thus the linearizing
controller 7 = B(z)" (v — a(z)) is called the perfect control. If we choose v; for
i = 1...m as follows

vy dng =P = (9)
Yref: — pl,i(‘.’:‘/i - yreﬁ;) - .02,'5(3}:& - yref.i}

the outputs of the system can follow any affine vector of trajectories of reference
Yrey € C? without any permanent error.

Remark 1: The controller 7 = 8(2)~*(v — a(z)) requires the exact knowl-
edge of all the states z; as well as the knowledge of a;(z) = Lfchi(m) and
B;i(z) = Ly, Lshi(z) for i = 1...m, j = 1...m at each point in time.

However, as we have assumed in assumption A2, in the case of the robot ma-
nipulators we have no exact knowledge of the structure and the coefficients
of M(q), C{g,4). g(g) and p(¢) which means that also a(z) and B(z) are un-
certain. Besides, according to assumption A.l, only the angular positions y
(1 1 2lm)) = [¢1.--gm)T can be measured while the angular velocities ¢
[22.3.-22,m] 7 = [d1..-Gm]" are unknown.

il

Following the ideas that presented in [8], [9] and [10] where the controller requires
only least prior knowledge about the system (8) and can stabilize the system at
the origin or make it follow any affine trajectory. The control scheme does not
require the knowledge of a{z) and B{(z). The idea is to lump these uncertain
terms into a new observable state that can be reconstructed from the available
angular positions {g1...gm]- We introduce the new variable vector @ € R™, which
contains the uncertain functions a(z) and 3(z) for i = 1..m:

O:(z,7) = cul2) + ¥ (Bii(2) = Be; () 75 (10)

i=1
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Be(z) € R™™ is an user-defined approximation of 5(z) that has to fulfill
sign{B.(z}} = sign(3(z)). With this we can rewrite the system (8), for ¢ = 1...m:

214 = 22,4

X m 11
Z24 = Oz, 7} + Zj:l Be, A2)7; (1)

Now we augment our system by m additional states (1) = Oy(z,7) with i =
1. In this way (11) becomes:

Zg. =m(t) + 0L B, (2)7 {12)

Where Z,{z,n,7) = 53(;9; -‘é—f + %%%, in assumption A.1 we have supposed that
we have no exact knowledge about all the states ;. Consequently the new state
vector n{t) € R™ is also unknown. To solve this probier, we construct the

following high-gain observer that is based on the available states V= [z11.21.m]

%l,i = 2o+ Lrygz1; — 21)
Zog =i+ 2070 B, (275 + Loz, — 51) (13)
h=Ls a1 — £15), i=1.m

Now we have to choose the cocflicients 35 i such & way that the polynormials
&3+ £145° + K28 + Ky, 1= 1..m have poles with negative real parts. L is a
tuning parameter that has a strong influence on the error dynamics. Based on
the estimates of the uncertainties n(t) and the estimates of [#2.1.-22.]7 we can
construct the following linearizing-like feedback controller

7= Be(2) " v —7) (14)
With the input vector v € R™ that is defined as:

Ui = Yrep, — PLilF20 — Ures,) — poailzi — Yref; ), (15)
t=1.m

Propesition 1: The robust feedback method consists of the dynamic estimator
{13} and the linearizing controller { 13}, that was constructed using the estimates
of @ (i.e. n(t)) and z that are provided by the high-gain observer.

Proof The proof of stability is equal for all the m degrees of freedom. Because of
this, we will carry out a parallel proof for all the degrees of freedom and i = 1..m
will be valid. The stability of the observer, we define an estimation errar e; € R*
in the following way: e;; = L' 7+ (s, ; — Z7:), 7= 1,2 and e3; = 5, —7,. Now,
using (12) and (13) we can write the error dynamies ¢; as:

€1 = L{—rye14 + 62:3'_)
€2: = L{—kaer s +eg;) (16)
£3,; = 75!{?4’_1’{81@ 4
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Or written in Matrix form:

—Hii 10 0
e,LzL _1{,2’1"01 €; + 0
—rg,: 00 =5 (17)
e’
Aiw) I3
= LA;(r)ei + I}

The matrix A;(x) is Hurwitz if the poles of the polynomial B4k i85 R iSRS
are in the left pane of the complex plane. If this is the case, then, according to
Lyapunov, there exists a positive definite and syrmametric matrix P; such that
FA; + A?Pi = —I, where I, is the identity matrix of dimension n. Now we
choose Vi{e;) = ef Pie; as Lyapunov function and get:

Vies) = 240806, = —Ljes|* + 2] BT
< —Llles|* + 21 2lllleslifl ]

(18)

If I satisfies ||| < r1 and [le;]] < rp for some 7y > 0 and 7o > 0 then
1Pl lle: il 5] is a bounded function. Let p; > 0 be some positive constant and
202 e: 115l < g We can write Vile;) < —Lile;)|® + ps for the stability of the
observer |le;]| < /5% has to be fulfilled for ail i. We can see, that the estimagion
error e; depends directly on L. As L increases, e; will decrease and thereby also
the estimation error bound. Because of this, L should be chosen as hig as possi-
ble. We conclude: As all I'; are bounded, if L > L* > 0 then e(t)y — 0 fort -— oo
and (2,7) — (z,7). With this we conclude, that (13) and (14) yield asymptotical
stabilization of the system (8).0

To jllustrate the proposed control scheme we will now apply the methodology to
the case of a robot manipulator with m = 2 rotatory degrees of freedom. With
the help of the Lagrange or similar equations we can calculate M{q),C(g,4),9(q)
of (1) as folilwos

My = m]_lgl +mzl% -+ mglgg +L+ 1+ 2mglllcgcos(q2}
“ Mz = malZy + malilacos{ga) + I

Mo = mglg'z + mglllCQCOS(QQ) + Iz

Mos = mﬂgg + Iy

Chy = —malileasin{(gz)de

Chrz = —malileasin(ga)(dr + g2)

Cay = m2l1lcgqlsin(qg)

Cas =10

g1{g) = gsinfq (mala + maly) + magsin{q + Fo)lea

g2(q) = magleasin{g: + g2)

We will use the same friction term p(¢) € R® as in (2). Again ¢ € R? are the
angular positions of the links while § € R? are the angular velocities and 7 € R?
are the torques that are applied to the links. I1,1s are the lengths of the links and
I.1,leo are the distances to their centers of mass. mq, ms are the masses of the




70 Manfred Giljum and Gualberto Solis-Perales

two elements, I}, Iy are their moments of inertia {including $the motors, joints
ete.) and g is the acceleration of gravity. After replacing [z1, z2]7 = [g1, ¢2]7.

(23, 24]" = {41, do]” and A*(z) = M~ z) we can rewrite our system (1)

iy T3

o T4

. = . - 19
X3 fg(a}) +ﬂ‘{;1’—1 +ﬂjl‘!27'2 ( )
Ty Jale) + M3 m + M

Where [f3(z), fs(z)]T = M{z)* (—=Clx,2)i — glz) ~ p(i)). Using Definition 2
we find that the relative degree is r = 2. Now we introduce the angmented
state vector 7t} = [m (£). 72 ()] and the nser-defined approximation of 3.(z) of
Blz) = M{¢H2))"! and get:

11 = zp,1

2-2,1. =T t) + 661_1(2)7}. +;6€2‘1(2)T2

Wl(t) - E]‘(Z:ﬁ:"—) (20)
2= 220

z
2.0 = Malt) + Be, L (2071 + By, (2)70
M2(t) = Zo(z,n,7)
For the reconstruction of the angular velocities {22:1,,.2212}1“ and the extended
state n{¢) we construct the high-gain observer:

Zra =1+ Lari(z11 — 513)

Fon = it T ey, (2075 4 L2 (2 - 51)

7_:}1 = L3,:{3_‘1(21,] e 21,1) (91)
Z12 =223+ Ly a(z1,2 — #15) -
é"--’:2 =72+ }:32':1 6&;,9 {Z)"—j + L2ﬁ2<m(31.2 — él,?)

Ty = L3r35(z 0 — £1,9)

With the estimates of (21) we can implement the fellowing controller:

H _ [,Bel‘l(z) am(z)r [m - ﬁl} (22)

T2 ,6521 (2’) :362,2(2) g - ﬁZ

In order to follow the smooth trajectory of reference y,. ¢+ = [Yrefo: Ure fQ}T we
choose v = {vy, 1] as:

U1 = repy — p1ali20 — Yren ) — P21(21,1 = Yrep, ) (23)
V2 = Yrefa = PralZzn —Drep,) = pan{zie — Yeep,)

New the coupling factors were chosen as K cp = 10 while the we consider arbitrary
initial conditions for ¢, q2: and gi;, go;. The controller was switched on after 5
seconds and after 10 seconds a perturbation tOrQUE Tpery = 10 N was applied
to both link connections of all the rohots, Tpert Was turned off after 15 seconds.
For the trajectory y; € A2 we chose an arbitrary smooth function. The following
variables were chosen equally for all four robots:
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Fig. 1. (a) ya, and system output 1, (b} ya, and system output yz

In Fig. 1 we can see the free oscillation of the uncontrollied robots in the first 5
seconds. After this period the robots follow the arbitrary, user given trajectory q
with actually very small errors. In Fig. 2 one can identify the torques generated
to compensate the perturbation. Indeed, note that in Fig. 1, the effect of the
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. s e e e

Fig. 2. (a) Tpert; and system input 71, (b) Tpert; and system input 7

perturbation is actually very low (after 5 and after 10 seconds). This shows that
the approach does not require the estimation of the perturbation.

4 Conclusions

In this work we have presented a robust control scheme that achieves synchro-
nization of robot manipulators with an arbitrary number of degrees of freedom.
It compensates unmodeled dynamics, uncertain or time-varying parameters as
well as external perturbations and requires only the measurement of the angu-
lar positions at each point in time. The central feature of this approach is that
the uncertainties are lumped into an extended state, which is reconstructed by
a high-gain observer. Based on this estimation a linearizing-like control law is
implemented that achieves the synchronization in combination with a mutual
connection pattern of the robots. The methodology was demonstrated for the
case of a 2 DOF robot manipulator and validated by numerical results. The
proposed control scheme can also be applied to other mechanical systems, such
as robot manipulators with linear degrees of freedom and in combination with
other synchronization patterns.
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Abstract. NR-Alpha is a prototype of a surgical instrument SErver nurse robot.
NR-Alpha is designed to provide to the surgeon the demanded surgery instre-
ments. NR-Alpha perceives the surgeon’s voice, recognizes the name of the in-
strament demanded and starts to look for the demanded instrumment on the work-
ing area; once localized the instrument, NR-Alpha grapes it and finally reaches
the hand of the surgeon to give him the demanded instrument. NR-Alpha is com-
posed by three main modules: Artificial Vision Module (AVM), Voice Recogni-
tion Module (VRM) and Control Module (CM). In this paper, we describe how
the VRM module could be implemented. To recognize the name of the instru-
ment pronounced by the surgeom, VRM uses a dynamic associative memeory
(DAM). This DAM stores associations between a voice signals that encode the
name of a surgery instrument and images of the corresponding instrument. Once
the associative memory is trained, we would expect that when the surgeon pro-
nounces, for example, “Forceps” the associative memory would recall the image
of a forceps. Subsequently, the image recalied by the DAM could be used to lo-
calize the instrument. Fn order to test the accuracy of the proposal, we firstly train
the DAM with associations of the instrument we would like the DAM learned.
We then use a benchmark corposed by 1800 vaice signals to test the perform-
ance of the proposal.

1 Introduction

Robotics technology is developing dramatically. In this sense, a robot system is an al-
ternative since accuracy for sensors and control system is increasing and computer
technology for robots is rapidly developing. Robots are been used in increasingly com-
plex surgical procedures. However these robots are not autonomous machines that
carry out simple, pre-programmed instructions.

NR-Alpha is a surgical instrument server nurse robot (under development) com-
posed by three main modules: An Artificial Vision Module (AVM), for the details refer
to [11], A Voice Recognition Module (VRM) and Control Module {CM). In this paper
we particularly emphasize on the implementation of the VRM module by means of re-
ported associative memories.

An associative memory is a particular kind of neural network specially designed to
recall output patterns in terms of input patterns that might appear altered by some kind
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of noise, refer for example to [1], [2], {31 [4], [6], [7] and [8]. Most of these associative
models have several constraints that limit their applicability in real life problems. In
order to achieve the best performance the Input patterns have to satisfy several condi-
tions. Recently in [6] and [7] & new dynamic associative mode} (DAM) was proposed.
This model can be used to recall a set of images even if these images suffer affine
transformations. This model also has been applied to different pattern recognition prob-
lems. Refer for example to [6], [9] and {101,

In this paper we describe how the proposed associative model was implemented into
the VRM for recognizing the name of the instrument pronounced by the surgeon. This
D2AM stores associations between a voice signals that encode the names of a surgery
instruments and images of them. Once trained the associative memory we expect that
when the surgeon says for example “Forceps™ the associative memory recall the image
of a forceps. Subsequently, the image recalied by the DAM could be used to localize
the instrument. In order to test the accuracy of the proposal, we firstly train the DAM
with associations of the instrument we would like the DAM learned, then during rec-
ognition, we use a benchmark composed by 1800 voice signals.

2 Description of the dynamic associative model

This model is not an iterative model as Hopfield’s model [11. The model emerges as an
improvement of the model proposed in [4] which is not an iterative model Let

XeR" and y e R” an input and oulput pattern, respectively. An association be-
tween input pattern X and output pattern y is denoted as (Xk,y* ., where L is the

corresponding association. Associative memory: W is represented by a matrix whose

cc;}npork}ents w, can be seen as the synapses of the neural network If

X =y vk=l..p then W is auto-associative, otherwise it is hetero-associative, A

distorted ygrsion of a pattern . to be recalled will be denoted as X. I an associative

mgmory is fed with a distorted version of and the output obtained is exactly
. We say that recalling is robust.

-

2.1 Building the associative memory

This model is bic-inspired in some biological ideas of human brain. Humans, in gen-
eral, do not have problems recognizing patterns even if these are altered by noise, Sev-
eral parts of the brain interact together in the process of leaming and recalling a pattern.
This model defines several interacting areas, one per association we would like the
memory to learn. Also integrate the capability to adjust synapses in response to an in-
put stimulus. Before an input pattern is learned or processed by the brain, it is hypothe-
sized that it is transforthed and codified by the brain. This process is simulated using
the procedure introduced in [5].
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This procedure allows computing codified patterns from mput and output patierns
denoted by ¥ and ¥ respectively; % and ¥ are de-codifying patterns. Codified and

de-codifying patterns are allocated in different interacting areas and 4 defines of much
these areas are separated. On the other hand, d determines the noise supported by our

model. In addition a simplified version of x* denoted by s, is obtained as:
5, =s(x")=mid x’ (@

where mid operator 1$ defined as mid x= Xwrayiz”

When the brain is stimulated by an input pattern, some regions of the brain (interact-
ing areas) are stimulated and synapses belonging to those regions are modified. In this
model, the most excited interacting area is call active region (AR) and could be esti-
mated as follows:

)

ar= () =arg{ minls(x) s

Once computed the codified patterns, the de-codifving patterns and s, We <¢an com-

pute the synapses of the associative memory as follows:
Let {(i‘ 7 )VC =1,..., p} ¥ eR", 7 eR” a fundamental set of associations

(codified patterns). Synapses of associative memory W are defined as:
w, =¥, —%, @)
In short, building of the associative memory can be performed in three stages as:

1. Transform the fundamental set of association into codified
and de-codifying patterns by means of previously described
Procedure 1.

2. Compute simplified versions of input patterns by using equa-
tion 1.

3. Build W in terms of codified patterns by using equation 3.

2.2 Modifying synapses of the associative maodel

Tn this model, synapses could change in response to an input stimulus; but which syn-
apses should be modified? There are synapses that can be drastically modified and they
do not alter the behavior of the associative memory. In the contrary, there are synapses
that only can be slightty modified to do not alter the behavior of the associative mem-
ory; we call this set of synapses the kernel of the associative memory and it is denoted
by K, . In this model are defined two types of synapses: synapses that can be modi-

fied and do not alter the behavior of the associative memory and synapses belonging to
the kemel of the associative memory. These last synapses play an important role in re-
calling patterns altered by some kind of noise.

Let K, ¢R" the kernel of an associative memory W. A component of vector
K, is defined as:
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kw, :mid(wﬁ)jjzl,.,.,m (4)
synapses that belong to K are modified as a response to an input stimulus. Input

patterns stimulate some ARs, interact with these regions and then, according to those
interactions, the corresponding synapses are modified. Synapses belonging to K. are

modified according to the stimulus generated by the input pattern. This adjusting factor
is denoted by Aw and can be computed as:

At@-‘ZA(X):S(Em)—S(X) (5)
where ar is the index of the AR,

Finally, synapses belonging to K, are modified as:

Ky =Ky @{Aw-Aw,,) (6)
where operator @ is defined as Y@ e = X, +eVi=1,...,m. As you can appreciate,
modification of K, in equation 6 depends of the previous value of Aw denoted by
Aw,,, obtained with the previous input pattern. Once trained the DAM, when it is used

by first time, the value of Aw,, 15 set to zero.

2.3 Recalling a patiern using the preposed medel

Once synapses of the associative memory have been modified in response to an input
battemn, every component of vector ¥ can be recalled by using its corresponding input

vector X as:
}"ff:mﬁd(wfj+fj),j=1,.._,n (7
In skort, pattern § can be recalled by using its corresponding key vector ¥ or ¥ in
six stages as follows:

1. Cbtain index of the active region 4gF by using equation 2.

2. Transform x' using de-codifying pattern X% by applying the
following transformation: %7 =x' +x7 .
3. Compute adjust factor Aw:,ﬁ{i) by using eguation 5.

4. Modify synapses of associatbive memory W that belong to Kw

by using equation 6.

n

. Recall pattern yk by using eguation 7.
6. Obtain y* by transforming ¥° using de-codifying pattern $%

=k ~ar

by applying transformation: yk =y —-¥

The formal set of prepositions that support the correct functioning of this dynamic
model and the main advantages again other classical models can be found in {121
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3 Experimental results

Several experiments were performed in order to test the accuracy of the proposal when
a person pronounces the name on the instrument he needs. Firstly, we recorded a col-
lection of signal voices. We recorded the name of five different instruments (backcock
forceps, sponge forceps, adson forceps, allis forceps and rat tooth forceps).

Each signal voice was recorded in a wav file (PCM format, 44.1 KHz, 16 bits and
mono). In average the duration of each sample was of 450 ms. Some samples of the
signal voices are shown in Fig. 1. In total, 1960 signals were anatyzed through the ex-
periments.

(¢}
Fig. 1. Signal voice from the different instruments used to train the associative memory. (a} Ad-
son. (b) Allis. (¢) Backeock. (d) Rat tooth. () Sponge.

@ @ ®

Tn addition, we proceeded to obtain an image of each insirument in order to associ-
ate it with its corresponding signal voice. Some images are shown in Fig 2.

Hi

(a) (b) (¢} ' (d}) (e)
Fig. 2. mages from the different instruments used to train the associative memory. {a) Adson.
(b) Allis. (¢) Backcock. (d) Rat tooth. (e) Sponge.

In order to train the associative memory, we firstly transformed the signal sound of
cach instrument into a raw vector and the image of each mstrument into a raw vector.
Then each signal sound vector was associated with its corresponding image vector. Fi-
nally the associate memory was trained using the procedures described in section 2.

Experiment 1. In this experiment, we verified if the associative model was capable
to recall the fupdamental set of associations, in other words, if the DAM was able to
recall the image associated to the signal voice used as input pattern. In average, the ac-
curacy of the proposal in this experiment was of 100%, some examples are shown in
Fig. 3.

Signal voice used Imags recalled

Image recalled

Fig. 3. Some examples of Images recalled using an specific signal voice.
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Experiment 2. In this experiment, we verified if the DAM was able to recail the im-
age associated to the signal voice used as input pattera, even if the signal voice is al-
tered by additive noise (AN). To do this, each signal voice previously recorder was
contaminated with additive noise altering from 2% until 90% of the information. 89
new samples were generated from each signal voice already recorder. This new set of
signal voices was composed for 440 samples, some examples are shown in Fig. 4. In
average, the accuracy of the proposal using this set of signal voices was of 71.3%.

. . ® ! : .

Fig. 4. (a-c) Signal voice of the adson instrument contaminated with additive noise,

Experiment 3. Tn this experiment, we verified if the DAM was ahle to recal] the
image associated to the signal voice used as input pattern, even if the signal voice is al-
tered by subtractive noise (SN). To do this, each signal voice previcusly recorder was
contaminated with subtractive noise altering from 2% unti! 90% of the information, 89
new samples were generated from cach signal voice already recorder. This new set of
signal voices was composed for 440 samples, some examples are shown in Fig. 5. In
average, the accuracy of the proposal using this set of signal voices was of 71.6%,

(a) (b) {c)

Fig. 5. {a-c) Signal voice of the allis instrument contaminated with subtractive noise.

Experiment 4. In this experiment, we verified if the DAM was able to recall the
image associated to the signal voice used ag input pattern, even if the signal voice is al-
tered by mixed noise (MN}. To do this, each signal voice previously recorder was con-
taminated with mixed noise altering from 2% untif 90% of the information. 89 new
samples were generated from each signal voice already recorder. This new set of signal
voices was composed for 440 samples, some examples are shown in Fig. 6. In average,
the accuracy of the proposal using this set of signal voices was of 79.55%.
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Experiment 5. In this experiment, we verified if the DAM was able to recall the
image associated to the signal voice used as input pattern, even if the signal voice is al-
tered by Gaussian noise (GN). To do this, cach signal voice previously recorder was
contaminated with Gaussian noise altering from 2% until 90% of the information. 89
new samples were generated from gach signal voice already recorder. This new set of
signal voices was composed for 440 samples, some examples are shown inFig. 7. In
average, the accuracy of the proposal using this set of signal voices was of 74%.

@) O ©

Fig. 7. (a-c) Signal voice of the rat tooth instrument contaminated with Gaussian noise.

Experiment 6. In this experiment, we verified if the DAM was able to recall the
image associated to the signal voice used as input pattern, even if the signal voice is re-
corded at different tempo. To do this, each signal voice previously recorder was re-
corded 10 times. Ten new deformed samples (DEF) were recorded from each signal
voice already recorder. This new set of signal voices was composed of 200 samples,
some examples are shown in Fig. 8. In average, the accuracy of the proposal using this
set of signal voices was of 32%.

Experiment 7. Despite of the low accuracy obtained, the results are encouraging
because in more than the 50% of the samples, used on each experiment, 4 human is un-
able to perceive the name of the instrument. However, in order to increase the accuracy
of the proposal we decided to apply the technique described in [10] for face recognition
to the voice recognition problem. In [10], the authors suggest to compute 2 simplified
version of the DAM model by using a random selection of stimulating points. For the
details, refer to [10].

We tested again the accuracy of the proposal by using 1, then 2, them 3 until 50
stimulating points. In Fig. 9 it is shown the results obtained. As you can appreciate, the
accuracy increases when the number of stimulating points increases. When we used
more than 20 stirmulating points the accuracy of the proposal was almost of 100% for
the samples altered by additive, subtractive, mixed and Gaussian noise. Also we can
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appreciate that the accuracy slightly increases to 50% for the temporal deformed voice
patterns.

(b) (c)

Fig. 8. (a-c} Deformed signal voice of the sponge instrument.

Accuracy of the proposal

]
100% - ﬁrﬂ_ #
90%
7
i
z B0% /
& 7% 8
g
T B0%
= o
50% _ e
A
0% -
30% 4 / g T T T ~{
1 11 21 3t 4

Stimutating paints

Fig. 9. Behavior of the proposal with the collections of aliered signal voices using different
number of stimulation points.

4 Conclusions

We have described how the VRM of NR-alpha prototype robot was implemented. We
have demonstrated that associative memoties, particularly dynamic associative memo-
ries can be used as powerful tools for vaice recognition.

The accuracy of the proposed model was tested by using different sets of complex
signal sounds and the result obtained suppoits the robustness of the proposals. We have
studied the behavior of the model when a voice signal is contaminated with additive,
subtractive, mixed, Gaussian noise and temporal deformations. The presented results
are highly encouraged.

Nowadays we are applying some preprocessing techniques to increase the accuracy
of the proposal when the voice signals are pronounced at different tempo by different
people. Also we are integrating the VRM and AVM modules to localize an instrument
using a veice command.
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Abstract. This paper examines human sensitivity to errors intreduced by two Types
of lossy image coders. Qur interest is a special type of morphological scale-space tree
called a sieve because such trees are theught to be useful for image understanding and
other purposes, but we also examine a conventional lossy coder: JPEG. The paper
introduces a new way of measuring image quality, a type of Turing test and we show
how the method can be nommalized to compare different images and coders. We
conclude that content of the image can have a significant effect on the perception of
image quality.

1 Introduction

Motivated by MPEG-7 and MPEG-4, image and video analysis and compression
based on connected-set mathematical morphology ([11 for example) have become
topics of some interest. Lossy compression based on such techniques typically involves
deleting smali-scale regions and/or coding regions using an approximation to their true
shape. A key property of many connected set methods is their hierarchical structure (1L
[2], in which the image is represented as a tree with small-scale regions as the leaves
and toot representing the whole image. Such trees can become large, it is therefore of
some interest to know how many of the leaves may be deleted from a tree without
affect the quality perceived by a buman observer. The sensitivity of observers to the
small scale contained in images is thus investigated and reported. Images are filtered
with the sieve, a type of hierarchical connected-set representation, and a subjective test
devised that allows us to measure the effect of deleting regions from the hierarchy.

The rest of the paper is organized as follows. In Section 2, we review the sieve
algorithm and describe the hierarchical structure for decomposing images into
hierarchies of contours. Section 3 presents the experimental setup for detecting the
sensitivity to contours, together with a discussion of the results, and in Section 4 we
make some initial conclusions for the development of a compressor based on the sieve.
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2 The sieve algorithm

The sieve performs a non-linear decomposition of an image by removing extrema of
increasing scale, and thus making a simplification of the input image. It is a filter based
on graph-morphology [3] that removes features of the image without introducing new
extrema. The theory is well established [41, I51, I6], [2], and what follows is a summary
of this theory and a description of the hierarchical representation,

An example of a progressive simplification performed by the sieve is shown in Figure
I, This simplification is obtained by using the sieve at different increasing scales. The
sieve treats the input image as a graph G = (V.E), where V represents the set of vertices
for each pixel contained in the image, and E the set of edges that describe the
connectivity between those vertices,

Fig. 1. Sieve decompositicn of an original image (top left) processed at scales 2", withn = 0 .,
15 (shown left-to-right), Note that, unlike wavelets, sieves can be applied at arbitrary scales.

An example of this representation is given in Figure 2 for a greyscale image of 4 x 4
pixels, where the vertices (V) are:

V={1,23,.,14,15,16) M
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Fig. 2. Graph Representation: (a) Greyscale image. (b} Veriex labelling and the four-connectivity
edges. (¢} Vertex labelling and the eight-connectivity edges.

and for four-connectivity the set of edges Es,
E, = {{L,2},{1,5},..,{12,16},{15,16}} @
or using eight-comnectivity the set of edges Eg,
E, = {{L2}{L,5}, {L6},....{1116},{12.16},{15,16}} 3)

where the image intensities define a function £, of the vertex number f(v) withv € V.
Based on the connectivity between pixels of a given image, C{G) denotes the set of
connected subsets C of size 1, within G,

C(Gv)={{eC.(G)ved) @

E are the set of connected regions of size r that contain the vertex v. For example, for
the image in Figure 2 the set of four-connected regions of size 2 for the vertex v = 10
are

C,(G,10) ={{6,10},{9.10}, {10,111,{10,14} } (5)

The sieve removes extrema (maxima or minimaj by applying a morphological operator
9, over C(G). ¢ may be a morphological opening v, closing v, or the alternating
sequential filters # and 7, defined on connected sets as an operator @, : Z' — Z for
each integerr > 1, as

¥, f(x)= max min f(x) (6)

£eC,(Gx) ud
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w, f(x)= min max f (1t} (7

$eC G .x) wef

LAASIES RUAGEES)) (8)
72, J(x)=w . {y.{f(x)) (9

The sieve operates on an image by applying the operator ¢ from scale one and
increasing sequentially until no new maxima or minima are found. The differences
between successive stages of a sieve are called granule functions, and contain all the
conttected sets that have been removed from the image for each scale s.

2.1 Sieve-trees

The complete sequence of granules that are obtained at the different stages of the sieve
can be represented in a hierarchical structure, called the sieve tree [2], [7]. An example
decomposition is shown in Figure 3. The original image is shown on the top right and
successive sunplifications are shown down the right-hand side. The granules are shown
on the left and the containment of one region within another is indicated by an edge of
the tree. The head region is seen to contain the face region aud four children are linked
from this node -- two cyes, a mouth and a nose. Each eye has two children. This tree
has a depth of five and so is sometimes described as having five Jevels. The highest
level nodes are nodes I and 2 which are at level 5,nodes 3, 4, 5 and 6 are all at level 4
node 7 is at level 3, node § is at level 2 and the root, node 9, is at level 1.

The sieve tree represents a transformation of the image to the granule domain, and it is
possibie to recover the original image by parsing the nodes of the tree and merging all
the regions, taking in consideration the intensity profile for each node.

3 Visual comparisons between images

A graphical user interface (GUI) displays a group of images in a controlled
environment with constant lighting and CRT displaying, and it is the interface in which
the observer answers a subjective question about the originality of each image, as
shown in Figure 4, The test set of sixteen images were captured at a resolution of 2,464
x 1,648 pixels, 24 bits per pixel, under natural conditions, using a Canon EOS 1D
camera and recorded in uncompressed form. These were then resized to 640 x 428
pixels, 24 bits per pixel using the bicubic downsampling in Matlab. Figure 5 shows this
test set. The images were processed at scales 0, 10 and 100 with the sieve algorithm,
and also saved at quality levels of 20, 60 and 100, using the JPEG compressor. A total
of 96 images were obtained from the original set, each image was displayed twice in a
random order, having a total of 192 displayed images to 20 observers, students with
good correct vision, same images with a disagreement were reshown a third time for a
later vote. The viewing distance was variable depending on the observer and the time
for the experiment was not limited.
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image 1 image 2 Image 3 Image 4

image 5 image § image 7

image & image 10 image 11 image 2

Image 13 image 14 image 15 image 18

Fig. 5. Test set, izken under natural light conditions using a Canon EOQS 1D digital camera, and
recorded in uncompressed form. These were then resized to 640 x 428, 24 bits per pixel, using
the downsampling in Matlab.

A decreasing score was obtained for all the images when sieved at scales 10 and 100,
as shown in Figures 6(e, f), as the regions of small scale (and to which the eye is
susceptible) were removed. As mentioned before, not all the images were accepted
even when compressed at 100% with JPEG or sieved at area-scale of 0. This because,
for comparing the acceptance of cach image depending on their origina} score, the
images compressed with JPEG and processed with the sieve algorithm were normalized
with the value they obtained at this compressing value of 100% and area-scale of 0, for
creating a “ratio of ratios™ that considers the original score.

The results for the JPEG compressor are presented in Figure 7(a). The graph for JPEG
60% quality shows that some images improve against the originals at 100%. All the
images decrease their acceptance when compressed with JPEG at 20% quality.
Considering the same original scoring, Figure 7(b) shows the behaviour for the images
when sieved at different scales. Only three images, 2, 8 and 7, have a scoring ratio of
0.8 or tnore at scale 10, the rest of the images are below 0.6. The graph for scale 100
shows the decreasing score for the images, arranged as in area-scale of 10.
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Fig. 4. Interface for a subjective test,

The acceptance of an image as an original depends not oaly in the compression quality
or the scale at which they were sieved, but also in the contents of each image. Fven
when compressed at 100% quality with JPEG, not all the observers could identify them
as originals. Figure 6(a) shows the fraction of observers that answered “yes” to the
question “is this an original?” For image 1, 40% of the observers answered Fyes”
whereas for image 10, 95% answered “yes”, illustrating the well known effect that the
content of the image affects the visibility of compression errors, Only images 10 and 13
got a 95% acceptance. A similar behaviour is plotted in Figure 6(d), where the images
were sicved at scale (), and thus have the same quality level as when compressed at
100% with JPEG. The difference between Figure 6(a) and (d) is an indication of the
variation in the experiment, since they are both acceptance ratios measured on identical
sets.

Figure 6(b) (JPEG 60% quality) improves some scores and degrades others. Moving to
Figure 6(c), all scores degrade with lmages 3, 10 and 13 degrading the least. A
significant factor seems the presence of visual texture - JPEG artifacts are hard to spot
in textured regions. Tmage 13 is slightly surprising, although we note it contains quite a
lot of texture and the object boundaries align with the pixel grid, so are well
represented by JPEG coding blocks.

The acceptance for all the images decreases in Figure 6(c), as the quality of the
compressed file was of 20% only.
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image 1 Image 2 Image 3 Image 4

image & Image £ image 7 Image 8

image 8 Image 16 image 11 Image 12

image 12 image 14 Image 15 Image 16

Fig. 5. Test set, tuken under natural light conditions using a Canon FEOS 1D digital camera, and
recorded in uncompressed form. These were then Tesized to 640 x 428, 24 bits per pixel, using
the downsampling in Matlab.

A decreasing score was obtained for all the images when sieved at scales 10 and 100,
as shown in Figures 6(e, f), as the regions of small scale (and to which the eye is
susceptible) were removed. As mentioned before, not all the images were accepted
even when compressed at 100% with JPEG or sieved at area-scale of 0. This because,
for comparing the acceptance of each image depending on their original score, the
images compressed with JPEG and processed with the sieve algorithm were normalized
with the value they obtained at this compressing value of 100% and area-scale of 0, for

creating a “ratio of ratios” that considers the original score.

The results for the JPEG compressor are presented in Figure 7(a). The graph for JPEG
60% quality shows that some images improve against the originals at 100%. All the
images decrease their acceptance when compressed with JPEG at 20% quality.
Considering the same original scoring, Figure 7(b) shows the behaviour for the images
when sieved at different scales. Only three images, 2, 8 and 7, have a scoring ratio of
0.8 or more at scale 10, the rest of the images are below 0.6. The graph for scale 100
shows the decreasing score for the images, arranged as in area-scale of 10.
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Fig. 6. Results of the subjective experiment. The x-axis is a number that identifies each of the
images in the test set. The y-axis is the acceptance scores for each image when compressed at
different quality levels and sieved at different area-scales.
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Fig. 7. Acceptance ratio of ratios for each normalized image with JPEG 100% quality and sieved
at 0 area-scale. The images are arranged from higher score to lower. The JPEG range is
15,3,11,10,12,5,13,16,14,9,6,4,7,2,8,1 considering the 60% rate, and the sieve range Iis
2,8,7,13,4,5,11,14,1,6,16,9,15,10,12,3 considering the area-scale of 10.

4 Conclusion and directions for further research

The results of this experiment represent an indication of the susceptibility of the
human eye to the small scale comtained in an image. The images that were sieved at
scale ten were easily detected and labeled as non-original by the observers. We can
conclude that the observers were highly likely to detect the loss of even quite small
scale regions. So, even if lossy compression is used, there may be a need to code small-
scale regions, when using the sieve as the core of a compressor.

Future work will compare additional categories, like the CCIRATU-R 500 5-Point
Scale, for improving the quality assessments. Also, it will be investigated how to
integrate the “ratio of ratios” with other normalized scores, like Z-scores.
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Abstract. The design and implementation of a smart device for image capture,
processing and display is presented. The architecture is based on a CMOS image
sensor and a pipelined processing structure implemented in a single FPGA
device. The embedded system includes: 12C serial communication with the
sensor, interpolation processing for demosaicing the Bayer pattern of the sensor,
structure for color comrection and image display in VGA format. The design
holds the on-chip sophisticated functions of the image sensor. It can be used for
low-cost vision systems that require real-time processing and portability .

Keywords: FPGA, pipelined processing, VHDL, CMOS image sensor, Smart Camera.

1 Introduction

The design of a smart camera architecture based on a FPGA and a CMOS image scnsor
is presented. A Cyclone I FPGA from Altera is used as data pixel processor. A
Micron’s MT9T001 CMOS image sensor is used as the image capture element. Low
level image processing operations were implemented using a pipelined architecture,
obtaining a high data rate. After an initial latency, every pixel is computed at input data
frequency, which gives real-time resualts.

The design was specified using VHDL. Since it is a standard language the design
can be implemented in any FPGA, regardless of the manufacturer or the EDA tool
used. This work was done from the scratch: the image capture stage is not based on a
commercial camera with an analog or digital video output, instead of that a pipelined
processing architecture was implemented to obtain color image from the sensor’s raw
digital output (Bayer patterned).

The whole system for image capture, processing and display was developed in a
single FPGA. Different digital subsystems were jmplemented to do the following tasks:
e A component to write commands 10 the image sensor and control its functions. The

I2C communication protocol was implemented
e A component to apply bilinear interpolation to extract the three color components

for each pixel of the image sensor (Bayer patterned)

¢ A component that allows the display in the three color channels in VGA format.
. A component to apply a color correction matrix for suitable color perception image

© E. V. Cuevas, M. A. Perez, D. Zaldivar, H. Sossa, R. Rojas (Eds.)
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A block diagram of the system is presented in Figure 1. The image processing
block implements the pipelined structure to perform bilinear interpolation and color
correction in real time using minimal memory resources. It is also possible to
irmplement any other image operation that has the same stricture. Furthermore, the
architecture presented can be reconfigured since is implemented in a FPGA

FPGA Device

e

Fig. 1, Simplified scheme of the developed architecture.

2 MT9T001 Image Sensor

The MTOT001 is a CMOS active-pixel digital image sensor with an array of 2,048
horizontal by 1,536 vertical {QXGA format). It has an on chip analog-to-digital
converter that provides 10 bits per pixel. It has a maximum pixel data rate of 48
megapixels per second. The sensor can be operated in its default mode or programmed
by the user for frame size, exposure, gain setting, and other parameters. It is
programimable through a simple two wire serial interface following the I2C protocol
[11The MT9TO001 uses a color filter array with the Bayer pattern, in which every pixel
has a fifter of one of the primary colors, The MT9T001 image data is read out in a
progressive scan. Valid image data is surrounded by horizontal blanking and vertical
blanking {(not valid data). The amount of horizontal blanking and vertical blanking is
programmable. It is possible to modify the values of the control internal registers of the
MT9T001 in order to change the window size and its location within the pixel array.

3 Image System Design in a FPGA
3.1 Control Interface for the MT9T001 Registers

The MTSTO0I sensor can be programmed through a two wire serial interface that
controls the reads and writes of the internal registers of the sensor using the 12C
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master-slave protocol. In this work the sensor works as the slave. A design was done in
a FPGA to implement the write sequence. Component 12C_ESCRITURA was realized
to establish the write sequence to the semsor registers, it- is subdivided in the
components listed in table 1. Figure 2 shows a block diagram of component
[2C_ESCRITURA.

Table 1. Components list of 2C_ESCRITURA design

Components __ Brief Description

12C_WRA State machine to realize the 16-bit write sequence

12C CNTR Provides registers number and data to be written in them
Obtains clock frequency of 100 kiz for I2C protocol

|
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Fig. 2. Block diagram of the component 2C_ESCRITURA and its subcomponents. '

3.2 Design to Obtain the Three Color Components of Every Pixel

The MT9OT001 sensor uses a color filter array with the Bayer pattem, thus it is
- necessary to process this raw image in order to obtain the two missing color
components for every pixel, using the color data of the adjacent pixels. The bilinear
interpolation algorithm was selected for this task, since it is an algorithm that allows
implementation using a regular and repetitive structure. The bilinear interpolation
algorithm is widely used due to its low computation cost and because it offers an

acceptable quality [2].
If an image sensor has the Bayer pattern as shown in figure 3b), the bilinear

interpolation obtains the values of the missing colors by taking the average of the
neighbor pixels; for instance, if it is located on a blue pixel it takes the average of the
four red pixels and the four green pixels to obtain the red and green values respectively,
in figure 3a) this idea is presented. From figure 3b), some examples for calculating
pixel values are shown below:

If the pixel to work with is the blue pixel B, the red and green values are obtained

from:
Ry ={(R,+ R, + 5, + R4 and Gy, =(G,+ Gy +Gy+Gp)/ 4
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If the pixel to work with is the red pixel R, the blue and green values are obtained

from:
B =(Bs+By+ By + By)/4 and G, —(G,+ G, + G, +B,,)/ 4
If the pixel to work with is the green pixel @, the red and blue values are obtained

from:
R, =(R, +R,)/2and B —(B, 1 B,)/2

a) h)

Having blue, green and red are ne-;uled
G= Average of the 4 green neighbors
R= Average of the 4 red neighboss

Having gree. hlue and red are needed
B= Average of the Z blee naighbors
A= Average of the 2 rad neighbors

Having ved . green and blue are needed
G= Average of the 4 green neighhors
B= fAverage of the 4 red neighbers

Fig. 3. a) The bilinear interpolation algorithm, b) shows the Bayer pattern

To implement these equations on hardware it is necessary to use adders and dividers.
Divisions in powers of two can be implemented with right shift operations. VHDL
allows these arithmetic and logical operations. The bilinear interpolation is a
neighborhood operation similar to convolution filters with kernels of size 3x3.

The architecture of a general 2-D convolver presented in [3] was used. This
architecture is shown in figure 4 and it can be observed that it only requires two line
buffers to form the pipeline and three shift registers of three elemenis (pixels) to
perforin the 3x3 convolution window, which is used to have the necessary pixels for
the operations with the eight neighbors. The use of two line buffers shouldn’t be seen as
a limitation, but as a design condition to use the minimal MEemory resources.

Original
Image
Q

Processed Inage

SEife register with the n pixels
al a line of the mnage frame

E pixel vegistor

coeilicient

MIslriplication Accnanlacon
Cperarion

Fig. 4. Architecture to implement a general 2-D Convolver.

Subcomponents were created as a patt of the major component PIPEBILINEAL, to
implement the bilinear interpolation in a pipelined architecture. The component PIPE
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creates the shift registers to form the pipeline. These registers must have the same
number of elements as pixels in a line of the image frame. Since every pixel has 10 bits
a considerable amount of memory is required. The VHDL coding style used forced the
EDA software QUARTUS II to implement these shift registers in the dedicated
memory blocks of the FPGA instead of misusing the available generic logic elements
of the device (chapter 7 of [4] shows the VADL coding styles). Component
CONTPOS?2 implements the counters that bring the pixel position relative to the center
point of the convolution window. This position refers to the coordinates (row, column)
of the corresponding pixel in the image frame and it is used to know if the pixel is
located on a red, green or blue filter and to know which missing colors must be
estimated. Component PIPECONV2 implerents the registers to form the filter window
and the hardware required to perform the arithmetic operations to obtain the bilinear
interpolation; depending on the pixel position, it takes the required pixels from the
window registers and performs the necessary operations. Component FRAMEBEGIN
accepts the data and synchronization signals of the MT9T001 sensor. In figure 5 a
block diagram of PIPEBILINEAL is shown.

Figure 6 shows the architecture to apply the pipelined bilinear interpolation, with an
example of a 4x4 image frame size, where the line buffers for the pipeline have four
pixels (as the four pixels in a Jine of the image frame). The necessary data to carry out
the processing is stored in the three lower registers. These registers form the
neighborhood window that is represented by a dashed line over the data frame in figure
% The data siream is carried out pixel by pixel, line by line. In this architecture the
pipeline orders the pixels in such a way that the operations can be performed in
parallel. After a latency time of two lines and two pixels, the processed data is obtained
at the input pixel data rate. Component PIPECONYV takes into account the conditions
where the window is on the edges of the image frame, for those cases it is considered
that the missing pixels have a null value.

Table 2. Components list of PIPEBILINEAL design

Components Brief Description

PIPE Creates the shift registers to form the pipeline.
CONTPOS2 Brings the pixel position in the image frame.

PIPECONV2 interpolation operations

FRAMEBEGIN  Accepts the sensor’s data and synchronization signals
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Fig. 5. Block diagram of the component PIPEBILINEAL and the components that
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Fig.6. Pipelined architecture to fmplement bilinear interpolation, showing an
example with a 4x4 image frame size.

3.3 Real Time Display of the Interpolated Data in Three Color Channels.

To carry out the real time display of the interpolated pixels (the obtained pixels from
applying the bilinear interpolation process), alternatives where looked to utilizes the
minimum of memory and it was concluded that with three memory arrays, every one of
them with two line buffers, it would be sufficient fo capture and display in real time.
For major comprehension, in figure 7 are represented two arrays (RGB1, RGB2) of
three buffers each one. The capture and display process is explained next:

After the latency of the bilinear interpolation is taken into account (figure 7a), the
first interpolated data line is stored in the RGBI array (figure 7b). Then, the second
interpolated data line is stored in the RGRB2 array while the content of RGR1 is read out
for display (figure 7c); these steps are repeated nonstop. In figure 7, the signal “captiure
of line” represents the line valid signal from the sensor and the signal “display of line”
represents the valid display line period of the VGA format, The data begins to be
displayed after the interpolation latency and after the first interpolated data line is
stored (figure 7c). For this process to run, the capture cvcle must have the same
duration as the display cycle and be synchronized. The 48Mhz clock signal from the
sensor acts as the master clock and a derived 24Mhz clock signal is used for the display
cycle in VGA format; therefore, synchronizing the capture and display eycles. The 24
MHz clock signal generates a frame rate of 53 frames/s for the display in VGA format.
The I2C_ESCRITURA component was used to configure a 640x480 image frame size
(VGA) and to modify the horizontal and vertical blanking duration accordingly, so the
capture and display cycles were synchronized.

The DESP_REAL4 module was created for the real time display and it is subdivided
in the components shown in figure & and in table 3. The BUFDESP4 component
accepts the interpolated data coming from the PIPEBILINEAL component generates
the counters and provides the address and enable signals to write and read to each of
the color channels memory. The components BUFRED, BUFGREEN and BUFRLUE
are memory blocks containing each one a two fine buffers, each component stores on of
the three color channels. These memory blocks have separated port, enable and clock



Smart Camera Design 103

signals for write and read, and 2 VHDL coding style was used in order to implement
dual port and dual clock RAM memory utilizing the dedicated memory blocks of the
FPGA, as it is recommended in chapter 7 of [4]. The component VGAS generates the
synchronization signals for the VGA format and accepts the three data ports coming
from the components BUFRED, BUFGREEN and BUFBLUE, providing the VGA
display in the three color channels. The component CLKDIVIDE divides the frequency
of the master clock from 48 MHz to 2 24 MHz clock signal.
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Fig.7. Management of memory to carry out the capture and display of the interpolated data in the
three color channels

3.4 Color Correction

A color correction is applied since the spectral response of the CMOS image sensor
is different that the response of the human eye, and aiso different from the response of
the display device [5]. The color comrection multiplies a 3x3 matrix with the vector
formed of the red (R), green (G) and blue (B) values of every interpolated pixel, as it 1s

R _in r 7y R R'= f‘lR + I’ZG + r3B h R _ RGB
shown next: |\ |g, g, £ |G G'= g R+2,G+g,B’ where | .
. b b b ||B B'=bR+b,G+bB B

, Or

values of the interpolated >p'i>'ce1,- ](2, = RGB values of the corrected pixel and
B
nonRh

is the correction matrix.
3

o

o

3

e G0

2 3
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Typically the coefficients have values n>Ln<ln<l, g <lg >Lg <1,

by <1,b, <1,b, > 1. Where the sum of the values of each coefficient set must be equal fo

otie to maintain color balance [6]. For color correction implementation, the product of
the coefficient fractional part by the interpolated data (R, G or B), and the product of
the coefficient integer part by the interpolated data, are obtained separately, and then
these products are added resulting an integer number (disregarding the fractional part).
This is done for every interpolated data, these resulis are added and limited to a
possible maximum or to zero if it is a negative result. Figure 9 shows the structure to
obtain the equation for the corrected red (R’), for the equations of the corrected green
and biue (G’, B). the same structure is used with the correspended coefficients. The
component MULTADDS was designed to have a structure required to apply the
correction matrix, and the values of the coefficients will depend of user application.

:ﬁwémn__mﬁ@_Mmmm,mm___mﬁ

BUFDEIFe . %

HHENR

o CONTRED B e
BT

Fig.8. Block diagram of DESP_REAL4 showing its components

Table 3. List of components of the design DESP_REAL4

Components Brief Description

BUFDESP4 Accepts interpolated data and generates write/read signals for the
RAM arrays,

BUFRED, Each one creates a memory block containing two lHne buffers, the

BUFGREEN  blocks are dual port and dual clock RAM, each component stores one

& BUFBLUE  of the three color channels.

VGAS Generates the synchronization signals for VGA format in three color
channels

CLEDIVIDE  Obtains the 24 MHz clock signal for the VGA display
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Fig.9. Structure to obtain the equation for the corrected red R,

4. Resuits and Discussion

The top level design called DESP_BAYER3 joins the components o carry out the
sensor configuration (I2C_ESCRITURA), the bilinear interpolation (PIPEBILINEAL},
the color correction (MULTADDS) and the real time display in the three color channels
(DESP REALA.vhd). Figure 10 shows a block diagram of DESP_BAYER3.

In this system the initiat latency time ¢, , is the sum of the latencies provoked by the
interpolation processing ¢, = (n+2)1/ f (time of capturing two lines and two pixels),
the real time display process 7, = (ml/ 7 (time of capturing one line) and the color
correction structure ¢, =1/ 7 . After a latency time ¢, described by equation 1, the
system begins to display image from the sensor in VGA format.

t=t, vty 1 =2+ S 0y
Where » is the number of pixels in a line of the image frame and s is the

frequency of the clock.

The resources utilized from the FPGA Cyclene IL to implement the system
DESP_BAYERS3 are shown in table 4, and represent an optimized design, jeaving
plenty of free resources, especially for memory.

Table 4, Utilized resources of the FPGA. Cyclone If

FPGA used resources Used elements /total elements Percentage
Total logic elements - 930/33,216 28%
Total memory bits 51,160/483,840 11%

9-bit embedded multipliers 10770 14%




106 Ivdn Olaf Herndndez et al.

It is important to mention, that within the VHDL codes, exist a list of parameters
used by the components of the system in such a way that values of number of pixels in
a line and number of bits in a pixe! can be configured, also the pipelined interpolation
processing architecture can be configured in the, number of-line buffers, the number of
register for the filter window.
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) s e e e e A e e L
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. - DESPE _BAYERI

Falor comection

; "
Sensor : Interpolation

MTSTo1

'
¥
P
3
I
i
i
I
I
w1
£
4
I
I

Murs':l.cz
Fig. 10. System that performs the sensor configuration, the bilinear interpolation,
the coler correction and the real time display in the three color channels.

5. Conclusions

The smart camera system developed speeds up image processing of the interpolation
and color correction algorithms, obtaining results at the pixel input data rate after an
injtial latency required to store two lines of the image frame. This system can be used
in software based vision systems as a subsystem to speed up processing of low level
image operations or it can be used as stand alone system. The resources utilized by the
implemented system are just a low percentage of the full FPGA device used, thus the
free resources can be used to implement other processing architecture, or to integrate
other connectivity capabilities using the same Cyclene I device,
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Abstract. There are many advantages using artificial vision systems to impiement
quality control systems, in patticular those processes where it is impogsible to use
other methods. However, efficient real-time vision algorithms depend on appropriate
relationship between speed and computation cost. Coupled filters applications have
produced remarkable results due to its efficiency for real-time object recognition. In
this work, one pattern recognition application using coupled filters is implemented.
Some results during an industrial-nuiritious process assernbling are presented.

1 Imtreduction

Some industries have been looking for to automate their processes to improve guality
products, There are different alternatives: using pattern recognition 1], [2]. [3], [4], to
calculate sausage quality according to their scab, using a vision system and fuzzy lo gic
techniques for extraction sausages’ characteristics [5], [6], wood quality analysis based
on information on color and texture {71, and wood inspection based on color and tex-
ture without supervised grouping [8], [9]. Originally these processes could only be as-
sured by human beings due to the heuristic nature of the quality evaluation procedure.

This work presents the application of algorithms for pattetn recognition, using coupled
filters; its intended purpose is t0 identifying a toothpick’s assembling quality in choco-
late pops.

This work is organized as follows: section 2 presents a brief description of coupling fil-
ters theory. Section 3 describes implementation while section 4 shows results obtained.
Section 5 discusses some conclusions and Comparisons.
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2 Coupling filters

An important problem within the image analysis field is the detection of changes or
presence of an object in a given sceme. Such problems normally appear in remote
sensors when monitoriag patwons of growth in urban areas, climate prediction starting
with images from a satellite, diagnosis of illnesses starting from medical images,
detection of cbjects starting from radar images, and automation using vision robotics
and such. Variation detection is also useful in alignment or space registration of two
image scenes of different instants or using different sensors,

Presence of a well-known object in a scene can be detected looking for coupling
localization among object's reference image /si(m,nj and test pop fimn). Reference
image coupling can be conducted by looking for A(m,n) displacement where coupling
energy is minimum. A displacement (p,qj, is defined as coupling energy.

o‘,‘;}} (P qAYT [f(m, #)—h(m~p,n-— q)]2
mn (1)

=3 f(m,n)2 “2EXf(mmh(m—pn—g)+ T h{mm}zl
o i mn

Rl

In order to make 7, (P.9) able to reach a minimum, it is enough 1¢ maximize cross-
correlation

R o)
Maxcﬁ{p,q)g%%f(mm)lﬂm Pr=q) Y(p,g)

From Cauchy-Schwarz inequality, we obtain

272 2714
Cﬂ?“ = f%%f(mjn)h(m - p,m —q)% = L}%%ﬂf{m, n}l } L% %’h(m,n)f J 3)

Where equality happens if and only if fimn) = Shtm-p, n-g); & is an arbitrary constant
and it can be similar to 1. This means that cross-correlation cpip,q) achieves the
maximum value when displaced position of reference image matches te the observed
image. It is calculated as:

P, gy =3 3| lmm)f 50 S
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Thus, a given object h(m,n) is able to search within the scepe by searching cross-
correlation function peaks (see Fig. 1).

Object

“n (pdi location

%Eﬂf(m.ﬂ)h(m-p, n-0) Search peaks

Km-p. n-g)

Fig. 1. Image reference coupling using area cotrelation.

Cross-correlation cﬂl(p,q), it is also called area correlation. 1t can either be evaluated
directly or using the Fourier mverse transform of Equation 3.

Cp (‘91» @, )és{cﬂ: (P:q)} = F(m] 2 Wz )H. (wh ‘92) (5)

The problem of coupling filters tums out finding a linear filter g(m,n) which maximizes
signal to noise relationship of output (SNR)

2 (6)
0,0
PRV (L) N
z2Hgtn.nen(n) ]
i
Where, it is defined such thiat
s(myn)Ag(m, n)Oh(m — g, n— ) ' O

being © the cross- correlation operation. Here s(m,n) represents the signal content at
the output, filtering g(m,n)Qf(m,n). The result using the coupled frequency filter is:

3
0= ®

S, (w,,0,)

(a}l » a)ll e(—fﬁ‘] By +agiy )

While such a result might be an impuise signal.
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glm,ny=r, (m,n)Qh(~m—m,,—n - #y) ®)
Considering that
o (1)
Fy (AT e
S, (o, )

Due to all above-mentioned output of coupled filter can be written as

g(m, m)f (m, 1) = h(—m — Wi, =R = 1 YOF (m, 1) (11}
= Z_Zf(f,j)h(iwm—mo,jwn—no}
i

Where cffiin + m0, n + n) is area correlation of fim.n) with h(m + m0, n + n0). If
(ml,nl) were known, then SNR would be maximized in (m,1)=(0.0), as it would be
expected in equation 11. In practice these displacement values are known. Therefore,
we calculate correlation offifm,n) and we ook for localization of maxinmum that gives
(m0,nl). Consequently, coupled filter can be implemented as an area correlator with a
pre-processing filter that can be, in some cases, a high pass filter. Highly correlated
random fields, usual monochrome images 7 "(m,n) represent a high pass filter.

3 Implementation

Methodology to use consists basically of a pre-processing stage followed by an
application stage of cross-correlation. Preprocessing stage consists of two steps: first
vision system that needs to identify toothpick position inside optic system view field.
Second step vision system is to identify sub image that represents to toothpick and
separate it of marshmallow bar, This operation is carried out with segmentation of
original image in gray levels, applying a threshold T 1o image. According with human
inspectors, quality pops depends on factors that include errors in toothpick position and
rotation. Consequently, these characterization parameters  have to be evaluated to
determine quality pop nomms. In correlation plane, toothpick localization input scene is
achieved finding maximum to plane and its respective coordinates [x_max, y_max] that
determine meximum comrelation respect to center. These coordinates define first two
characterization parameters. Valor_max of correlation diminishes when input patterns
strays of reference. Therefore, the third characterization parameter is maximum
correlation magnitude defined as valor max. This parameter is used fo determine
relative toothpick lateral and angular position.
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Coupled space filter simulates the correlation against a holographic filter. For exarmple
fet us take case of chocolate pop. At Fig. 2(a} is shown the pop that will be the refer-
ence image, and 2(b) show test pop with toothpick rotated 5 degrees.

a) b)

Fis. 2 (2) Reference object. (b) Test pop with toothpick rotated 5 degrees.

We want to find toothpick position to determine if test pop, shown in Fig. 2(b}, passes
gquality control by means of parameters defined in this worlk: coordinates of maximurm
position, their value and correlation factor.

We make a space coupied filter for test pop applying the bidimensional discreet Fouri-
er's transformation, changing previouslty component of frequency zere to spectrum cen-
ter with Fast Fourier Transform (FFT), and later we retum to original domain with the
inverse FET. Then we simulate optic correlator applying to the corresponding algo-
rithm, which consists on changing the component of frequency zero to spectrun center
with Fast Fourier Transform (FFT), and then we apply the bidimensional discreet
Fourier Transform, at once we return it to its original domain with the mverse FFT.
Lastly, we obtain square magnitude multiplying optical correlation with its conjugated
complex (using a detector of square law) where we can observe that correlation maxi-
mum is a little wide. See Fig. 3.

ComelationMap .o 17

400
Pzt Walve X

Fig, 3. Maximurmn correlation.
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if coupled filters algorithm is now considered, according to the following block dia-
gram 1 Fig. 4a, it can be noticed that Coupled Space Filter consists of an object conja-
gated complex version of the Fourier Transform multiplied by a proportional factor,
giving us as a result correlation parameters pick which will provide us the correct letter
E identification (See Fig. 4b). Parameters used for identification were coordinared x
and y of the pick to identify letter E case. In this case the following vahses were oh-
tained: x_peak=177 y y peak = 190.
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Fig. 4 Coupled Filter Algorithm for the correct letter E identification case a) block dia-
gram b) correlation map ¢) template image.
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4 Results

In this section, algorithms results are described used in this work. We begin with re-
sults obtained using crossed correlation algorithm where we consider three cases that
are presented in production of chocolate pops and that they consist on the position, in
rotation and in overlapping of pop's toothpick. At once we show results obtained apply-
ing coupled filters algorithm to pop’s toothpick cases of position and rotation. Finally
" wo show results obtained when applying adjournment and rotation algorithms, also ap-
plied to toothpick cases of position and rotation. For last two mentioned algorithms,
toothpick case overlapped was not considered because any pop with the toothpick over-
lapped passes required guality control by the candy company. The results obtained
when applying coupled filters to groups A and B are shown in Figs. 5 and 6. Table 4.1
contains these results. The values in boldface m second column of Table 4.1 indicate
that those pops didn't pass the quality control, that is to say, they are rejected for small-
er abscissa values'of 244, corresponding with threshold settled down by the candy

company.

Fig. 5. Group A chocolate pops where from position of 2mm at 10mm of central position are
pops with the toothpick with acceptable quality, and of 12mm at 20mm of the central position
present an unacceptable quality.
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5 degrees | 10 degrees - 15 degrees 20 degrees | 25 degrees

30 degrees | 35 degrees | 40 degrees | 45 degrees 50 degrees
l

Fig. 6. Group B of chocolate pops where orientation of 5 to 45 degrees of central position are
toothpick peps with acceptable quality, and more than 45 degrees, one with toothpick to 50 de-
grees of central position orientation presents an unacceptable quality,
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Fig. 7 Rate among displacement Ax and maximum abscissa.

In Fig. 7 is shown coordinate x in finction to toothpick distance regarding their wanted
position. These results correspond to variations in position of each 2 mm to observe
their behavior,



Table 4.1. Represents parameters obtained for certain displacement Ax regarding toothpick of

central position.

Maximum
Ax Coordinates
Mm X_max, y_max
0 303, 403
2 201, 425
4 279,452
6 269, 435
8 256, 434
10 244, 434
12 232,436
14 ' 220, 449
16 209, 439
18 198, 450
20 188, 462
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Maximmum value
valor_inax

1.0636e+016
1.0435e+016
9.5644e+013
9.1866e+015
8.6584e+013
6.1991e+0135
8.6343e+015
7.8206e+015
7.1238e+015
7.6832e+015
7.5357e+015

FC

7.5545e+018
1.7539e+019
1.3052e+019
1.2740e+019
1.2062e+019
1.2806e+019
1.1302e+019
1.1162¢+019
1.0180e+019
1.0214e+019
9.7052e+018

The statistical procedure of the results is now presented: The most important thing
for this work is the statistical R?, the determination coefficient, which represents the
quality pattern and it indicates what so well the movement of the toothpick is expiained

Table 4.2 Characterization of coupled filters algorithm by means of regression analysis using

by the paitern.
Statgraphics software.
Data

Method Set
Coupled A
Filters
Coupled B
Filters

P-Value for Determination
Pattern parameters Coefficient R
C: 0.0000 99.9505 %
X - 0.0000
¥:0.7660
C:0.0012 99.9505 %
X :0.0000
Y:0.1633

As it is appreciated, in both cases the coefficient R2 is bigger than 90%, what is con-

sidered a model of good quality.
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5 Conclusions

The proposed system has been able to discriminate between obiects that can be ac-
cepted, or those that present good assembling quality, and those that should be rejected
by not fulfilling quality requirements. That is how it has been able to determine the
thresholds that mark difference between the quality and the non quality products. These
values have been expressed in pixels and they have been established in the following
way:

For coupled filter, the acceptance threshold of displaced toothpicks is 244 pixels in ab-
scissas axis (this is equal to the 10 mm settled down by the candy company}, the accep-
tance threshold regarding toothpicks orientation is given by an ordinate of 425 pixels
and 219 pixels for the abscissa (these values represent the limit settled down by candy
company and they correspond to a maximum rotation of 45 degrees).

Coupled filters are best fitted for this usage, values obtained with traslation and rotation
filters provided the following results [10]: displacement limit was established at 196
pixels, corresponding to a 10 mm maximum boundary set by the candy company. Rota-
tion limit is 35 pixels, which represents maximum rotation admitted (equal to 45 de-
grees), for angle measures over 45 degrees, rotation filters don't discriminate on a wide
range basis.
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Abstract. In the present work is proposed a mixed approach to imple-
ment the two parts of the wavelet transform: the direct transform using
analog filters and the inverse transform by digital filters. A set of conti-
nuous time signals, censtitating the wavelet transform, is obtained from
the original signal using analog filters. This set of signals is digitalized
and then the inverse wavelet transform can be numerically applied. The
digital filters are specially designed to compensate linear variations on
the analog devices as well as the effects of the finite number of scales in
the system. The difference between the reconstrucied and the original
signal can be as low as be required.

1 Imtroduction

The Wavelet Transform (W'T) maps a time signal to a function depending on two
variables: time location and scale. The WT allows the representation of a signal
simultaneously in time and frequency, and is "particularly useful for analyzing
signals which can best be described as aperiodic, noisy, intermuttent, transient
and so on” [1]. Denoising, compression, pattern recognition and enhancement are
some of the techniques specially developed to be applied in the wavelet domain
and are used in application areas as image processing, medicine, engineering,
physics, ete. [1][2][3]-

In the most works about the WT its numerical implementation by software
or digital hardware is supposed. Only few works deal with the alternative to
carry out the WT using analog circuits. In this work is taken the approach to
implement the WT by convolution in continuous time filters [4][5](6}(7][8][9] In
particular, the set of continuous band-pass filters defined in [9] is here taken to
perform the direct WT, whereas the inverse transform is numerically developed
using a wavelet which is constructed as is explained in [10].

The proposal of the analog implementation of the direct WT in combination
with a numerical implementation of the inverse WT is an original contribution
of this work. Additionally, in this paper is explained how to fit the numerical
wavelsts to compensate linear deviations on the analog wavelets due to non-ideal
devices, and how to design two lateral filiers to compensate the effects due to the
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finite number of scales in the system. This corrections make possible to obtain
an error between the reconstructed and the original signals as low as be reqguired.

Section 2 is & review of the theoretical bases of the semidiscrete WT. The
compensation of the variations on the analog wavelets and the effects of the
finite-number of scales are explained in sections 3 and 4. A simulation example
is shown in section 5. And the conclusions are depicted in section 6,

2 Semidiscrete Wavelet Transform

Given a function f(t), in this work the complex conjugated is denoted by f*(¢)
and its Fourier transform is denoted by the respective upper case letter, F{w),
except H(s) representing the Laplace trapsform of h{#).

2.1  General Principles

The direct and inverse semidiscrete WT of a function J{t) respect to the proto-
type wavelet 4(t) are given by [11][10]

wn®) = [ falthomt - net, )
Jour(t) = Z/:)C wm(b)Xm(t — b)db, (2)

where m ¢ Z, and
Ynt) = P p(r ) 3)

for a selected value 1 < » € B, As can be seen, the semidiserete WT is defined
by the set of continuous functions W (L)

To be used as semidiscrete wavelet, ¥(t) must be bounded and integrable,
must fulfill the admissibility condition

/DC B {w)]?
w
o dw <o, forw> 0, {4)

and must satisfy the stability condition: there exist two constants A and B, with
0 <A< B < oo, such that for every w > 0

ALY TP < B, (5)

To achieve perfect reconstruction, for w > 0 must he verified

Z UM X r™mwy = 1. {6)
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2.2 Analog Wavelet Filters

Work [9] shows that any continuous linear filter described in the Laplace domain
by
L pstms’ o bpeistT

His 3
#) o+ qus + -+ ga-1s?t + 57

i

(7)

where 2 < d € Z, p1,---,Pi-1,90: - - - »Gd-1 € R, with af least one p different to
zero, and denominator is a strictly Hurwitz polynomial, has an impulse response
h(t), such that ¢(t) = h(—t) is a semidiscrete wavelet for any value 7 > 1, ie.
¥(t) is bounded, is integrable, and satisfies the admissibility (4) and stability (5)
conditions.

Therefore, the equation (1) can be implemented in a continuous time filter
by the convolution between the input signal fin(t) and the impulse response

"r’f)m("t}'

2.3 Numerical Wavelets

In the work [10] is defined the function

Ulw)
Do [T rme)f?

which fulfills the condition for perfect reconstruction (6) as can be easy probed
by direct substitution. T

Having the numerical representation of x(t}, the inverse WT (2) can be nu-
merically implemented after the analog-to-digital conversion of W {1}

X{w) = {8)

3 Compensation of Linear Variations

Suppose that the functions Hy,, ( jw) = U (r™w) are implemented with analog
circuits and that variations in the time constants are introduced due to deviations
on the nominal values of the analog devices. '

Tf the deviations introduce only linear changes in the filter responses (without
distortion), then the effects can be compensated using the function

T* (r™w)

)=

X{r™w), (9)

where ¥ (w) is the actually implemented analog m filter.
Making direct substitutions can be easily verified that the functions T, (w)
and X, (w) fulfill condition (6).
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4 Compensation of Bandpass Behavior

In practice only systems with a finite number of filters can be implemented.
The filters go from the lower scale m, up to the higher scale m;. The operative
frequency range of the system can be established as w € {wh, e ), where w, and
wp are the central frequencies of the first and last filters, U, () and Ty, ().
However the lacking filters of scales lower than Mg and higher than my, will bring
about the unfulfillment of condition {6}, introducing a band pass behavior in the
finite sum 377 0 (rmw) X (rMw),

"This band-pass behavior can be compensated on w {wy, we) redefining the
next lateral filters which involve n extra scales at each side.

3, Zzu:mufn W:n (W‘)X'm(w)

e (10
my+n P o
o) - TR Bl ) .
The functions ¥, (w), Ky (w), Xim, () and , Ry, (w) satishes
o ()Xo, (@) + 00 3 T (@) Eome) + B, ()X, () = )
(12

My 7 * . . ; o
=2 e WX (W) 1 forw € (W, o}
As larger is n the error of reconstruction will be lower, as can be seen in the
example of next section.

53 Simulated Example

For the WT system of this example a value r = ¥10 was selected, obtaining
three scales per decade. The protetype filter is given by

(SWC/Q)z

H. =2
#a(s) (8% + swe /g + w.)?’

(13)
where we = 27 x 10Hz and ¢ = /1/2,

The system has 7 filters from m, = 0tc m, = 6 and operates in the frequency
range (0.1 Hz, 10 Hz). Only two extra scales (n = 2) were considered at each
side to construct the lateral filters,

Table 1 shows the central frequency of the Alters & e

Fig. 1 shows the ideal analog ¥o(t) and numerical yo(t) wavelets.

Fig. 2-a shows the spectrums of Hy, (jw), both ideal and with simulated
Linear variations. The variations was introduced with Gaussian deviations of
20% = 30 in the poles of the transference fanction, The wvariaticns has been
overdone for illustrative purposes, even though uniform variations with values
as low as 1% can be achieved in actual analog integrated circuits when mismatch
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design guidelines are carefully followed. Fig. 2-b shows the spectrums of X (w)
for m = 1 to m = 5. Fig. 2-c shows the spectrums of the lateral filters X, (@)
and X, (w).

Fig. 3-a shows a probe signal fi,(£) which includes a chirp signal and os-
cillations of 0.1, 1.0 and 10 Hz. Fig. 3-b shows the wavelet transform Wy, (t) of
the signal fin(t). Fig. 3-c shows the difference between the reconstructed signal
fout(t) and the probe signal fi(t) (the reconstructed signal was not included
because in the resolution of the graphics the differences respect to the probe
signal can not be appreciated).

Table 2 shows the the maximum difference fou:(t) — fin(t) as a function of
the amount of extra scales (n) that was considered in the construction of the
lateral filters.

y MO
20 - ~
£ 5
2 2
- B0
£ g
< <
_20 I 3 _20 P 1 | _
-0.2 -0.1 0 0.1 -0.1 0 0.1 0.2
Time {3} Time (s}

Fig. 1. Analog prototype wavelet 190(t) and numerical wavelet yo(t}.

Table 1. Central frequency of the filters Hy,, ().

filter Central Freq.
m (Hz)
10.0 Hz
4.64 Hz
2.15 Hz
1.00 Hz
0.464 Hz
0.215 Hz
0.100 Hz

Sh ok W b O
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{a) Analog Filters [H,, { jos)
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Fig. 2. a) Spectrums of the exact (thick) analog filters Hy, {Jw)}, and with simulated
linear variations (bold). b) Spectrums of the numerical filters X, {w) compensating
linear variations, ¢) Spectrums of the numerical lateral filters, Kong (w) and Koy, ()
compensating linear variations and band-pass behavior.

6 Conclusions

A mixed analog-digital approach to implement the WT has been explained,
including a numerical compensation of the variations on the nominal values of
the analog devices, as well as a method to numerically compensate the band-pass
effects of the system due to the finite number of scales.

A simulated example has heen presented, where the analysis capabilities of
the analog direct WT, and the reconstruction virtues of the numerical inverse
W could be graphically appreciated.

The proposed methodology has been developed at the level of the linear Sys-
tems theory, then. it can be applicable at any frequency, with the only limitations
of the analog-to-digital conversion and the numerical processing rates.
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Fig. 3. a) Probe signal fin(t) including a chirp signal and oscillations of 0.1, 1.0 and
10 Hz. b) Wavelet transform wm{t). ¢) Brror of reconstruction foye(£} — fin(t).
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Abstract. Online Probiem-based learning enviromments afford many opportunities
engage in collaborative knowledge construction. Problem-based Leaming (PBL) is
widely collaborative. In PBL., students work in small groups with the guidance of a
facilitator learning through solving problem, and reflecting on their experience. The
combination of Information and Communication Technology with pedagogicat meth-
ods produces a new quality that favers the task of generating, transmitting and sharing
imowledge The use of ontologies to represent knowledge of specifically domain im-
proves the management of information in the Virtual Learning Environment since it
allows the automatic reasoning and it facilitates processes search and recavery of
knowledge. In this paper we present a constructivist paradigm for VLE that includes
automated mechanisms of scarch and publish of knowledge integrated in an environ-
ment, based on use ontologies that describe learning domain to help students in PBL.

1 Intreduction

A Virtual Learning Environment (VLE) increases productivity in education because
it provides access to learning materials at any time and at any place. VLE leads from
mere information transmission to knowledge construction.

A Constructivist VLE comprises adaptable and contextual spaces that favor an inde-
pendent work of students, with the purpose of offering non sequential approaches that
foment free association of ideas. They are an additional complement for the enrichment
of the received education that foments practical ways to design educational activities
and to organize information agree to requirements of constructivist approach of educa-
tion.

Proposals that implement a constructivist approach [1] [2] in the educational process
have made emphasis in the experimentation phase of knowledge generation and experi-
ences with their use have shown that it can foment interest in learning and working in
group to acquire new knowledge. Nevertheless, its effectiveness is limited because
most VLE has no appropriate automated mechanisms to reuse and to integrate the gen-
erated knowledge and does not motivate students to search for previously known solu-
tions neither to publish new knowledge.
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Although students who use these educational environments also have access 1o in-
formation retrieval tools for the Internet (for example Google, Lycos and CiteSeer), a
proliferation of superfluous data obtained under these conditions does not imply any
form of validation or trustworthiness. In addition the overabundance of the search re-
sults leads to the problem known as cognitive overload.

Application of ontology to model related components of learning materials would
contribuic to effective reuse of knowledge. An organizational siructure of generalized
knowledge with pedagogical purposes can be helpful when a knowiedge repository is
incorporated into a comprehensive pedagogical design. However, in the broader litera-
ture, there is a lack of formal ontology description of knowledge repository for peda-
gogical design.

In this paper we present a constructivist paradigm for VLE that includes automated
mechanisms for knowledge searching and publishing, based on an ontology that de-
scribes a learning domain to help students in Problem Based Learning {3]. Students foi-
lowing a systematic procedure can discover and examine contents using pre-designed
devices (Learning Objects, LO) to create, validate and publish new knowledge that can
be used in the form of learning objects, with a well defined interface that allows and fa-
cilitates its reusability. The main contribution in this paper is on adopting the ontologi-
cal representation of knowledge for searching and discovering content in known Teposi-
tories of educative materials.

The rest of paper is structured in the following way. In section 2 "Knowledge repre-
sentation and management in a Virtual Learning Environment” we analyze the concept
of ontology and apply it in a VLE design that delivers instructional marerials as Learn-
ing Objects. In section "Use of entology in a guided solution of problem" we show how
to describe a problem domain in an ontological structure and how to use this represen-
tation to help students in a problem resolution strategy. In section "EnEMoCi: Virtual
Learning Environment" we present the EREMoCi’s search and publish mechanism, il-
lustrating it with a case of study. In section "Related Works" we show a related solu-
tion. Finally in section "Conclusions” we present some concluding remarks and future
work.

2 Representation and management of knowledge in a Virtual
Learning Environment

Knowledge management is the systematic pracess of detecting, selecting, organizing,
displaying and using highly structured information originated from an arganization,
with the purpose of cooperatively operating knowledge-based resources to give the
right piece of knowledge to the right person at the right moment.

Ontological models for knowledge management in a VLE specify the generic struc-
ture of the learning material shared on a knowledge repository. A VLE that actualizes
such a structure allows users to play an active role in pedagogical development through
semantically relevant knowledge searching. The purpose of representing concepts in an
ontological representation is to standardize and to improve the methods of searching
and discovery of knowledge for an agile manner of delivering instructional material.
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2.1 Learning Objects to represent knowledge in a Virtual Learning Environment

Learning Objects (LO) are a new way of thinking about learning material. A LO is a
unit of digital resource that can be shared to support teaching and learning [4] [3]. Be-
cause knowledge can be displayed in many ways, for example by narrative descrip-
tions, graphical illustrations, and program simulations, Learning Objects are suitable to
represent them and are used for knowledge sharing in a VLE [6] [7] [3].

Tn the VLE field, there are emerging standards for describing learning resources,
and among them, Learning Objects Metadata (LOM) [9] is gaining acceptance. LOM
describes metadata for learning objects and it is gradually becoming the reference stan-
dard for educational system managing learning objects of many kind. However this
standard lacks flexibility, because it cannot allow interoperability between systems.

2.2 Ontologies as conceptual model in management knowledge in a2 Virtual
Learning Envirenment

Ontology is the science that studies the explicit formal specification of the terms of a
knowledge domain and the relations among them [10] [11]. Many different definitions
of the term have been proposed so far. One of most widely quoted and well-known
definition of ontology was given by Gruber “Ontology is an explicit specification of a
conceptualization” [121.

The use of ontologies in an educational environment is not REW [13] [14] [15].
Bloom defines a taxonomy of educative goals in which the category “contents” has a
roll that specifies the concepts that were taught in a course [13]. Bloom’s taxonomy of
education objectives is a framework which has been widely used in all disciplines. The
original Bloom’s framework includes six levels of learning: knowledge, comprehen-
sion, application, analysis, synthesis and evaluation. Given the recent development in
the knowledge management field, this description is no longer appropriate in nowadays
VLE context.

Nevertheless, investigations that use ontology in a VLE have been focused in two
fundamental focuses [16]:

a) Interoperability and classification of the Learning Objects used in Learning
Management Systems (I.MS) [17]. The ontologies define a vocabulary that is
shared by the applications including entries for the Learning Objects it con-
tains.

b) Generation of adaptable Learning Environment [18] [19]. The ontologies de-
scribe roles and contents that allow personalizing a learning process.

Ontology has been receiving considerable attention in the learning research com-
munity. In the Learning Objects field, ontology is typically a network of semantically
related knowledge for a specific instructional domain.

The role of ontologies in a VLE is often underestimated. They can be useful for
systems that have to intercommunicate according to an agreed protocol (interoperabil-
ity) and for the system development process (for specification, reusability, and reliabil-

ity).
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2.3 Ontology versus Learning Objects metadata

There have been metadata standard for Learmning Objects, such as those proposed in
Dublin Core [20], IEEE LTSC [21] and IMS Guide [22]. These standards are used to
represent individual Learning Objects at the coliection level, which is similar to Hibrary
catalogue systems. However, to use Leaming Objects to support teaching and learning
at the knowledge sharing level for a specific domain, knowledge schema must be ap-
plied o a Learning Objects repository for such domain [23] [24]. This is because
Leaming Objects can be organized in a variety of ways depending upon complex intra-
context and inter-context where they can be deployed. When a virtual Learning Objects
repository is huge and is distributed on the Internet, the use of metadata and keywords
only to search for the needed Learning Objects is inefficient and ineffective since many
of the potential associations with the various learning aspects are bypassed [25]. This
has fead to approaches to Semantic Web applications that model the relationships be-
tween Learping Objects using formal ontologies [261.

While metadata describe the artifacts of Learning Objects that are shared by diverse
domains, ontology represent a knowledge domain that shares the refationships of
Learning Objects within a specific context. There has been moderate literature on on-
tofogies associated with Learning Objects [19] [27]. However, few research reports
have provided explicit generic structure of ontologies for knowledge sharing.

Metadata standards of PLearning Cbjects intend to generalize taxonomies and vo-
cabularies for Learning Objects repositories for all disciplines {207, [21], [22], [28],
[29]. [30]. There is a tacit ontology behind a metadata standard. Such a tacit ontology is
too complicated to present because the semantic refationships between all Learning Ob-
jects are hard to be standardized. Without the support of ontologies, tagging all rypes of
metadata and relevant keywords to every Learning Object could be prohibitively ex-
pensive and will eventually make any search engine practically powerless. On the other
hand, specific domain ontology for Learning Objects repositories serves as a map and
suggests paths for reirieving candidate Learning Objects to attain certain pedagogical
objectives,

3 Use of ontology in a guided solution of problem

In Problem-Based Learning (PBL), while students are identifying crucial parts of the
problem, they are also conceiving possible solutions. These solutions can be character-
ized according to the description along with the restrictions of the problem domain to
guide the student to a good solution.

In all problem domains that are more susceptible than others of having a betier for-
malization exist fundamental concepts that may be classified with the basic ontological
relationships of subclass of and part of,

The ontologies invelved in the guided solution of problems organize knowledge in
two categories: Concepts and Solutions. The Concepts class describes the prob-
lem domain, whereas the Solutions class describes the existing algorithms. For ex-
ample in a domain of graph algorithms used in computer science, the former class com-
prises graph, directed graph, shortest path and maxinum flow subclasses, whereas the
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the latter class comprises the Bellman-Ford, Dijkstra, and Kruskal algorithms as sub-
classes.

The Concepts class organizes in subclasses concepts describing a problem do-
main and each subclass has the name and solvewith properties. The name property
is used to identify class or subclass. The solvewith property associates concepts with
solutions. The Solutions class organizes solutions that solve problems in this domain.
Each subclass that belongs to this category has several properties. A description
property has a brief narrative description of the solution to the students. The properties
enlacePW and entaceQA contain pointers to educative materials (Learning Objects)
that describe solutions. The enlacePW property has a link to the main Learning Ob-
jects that describe a solution and it is normally elaborated by an expert. The enta-
ceQA property has more Learning Objects that further develop a solution description.
These Learning Objects are elaborated by students and professors. This links allow
navigation to review the educational material stored in a Learning Objects Repository.
These materials are implementations of a solution and complement an exposed descrip-
tion solution in the main Learning Object.

4 EnEMoCi: Virtual Learning Environment

EnEMOCT is a VLE that provides high-level services for discovery, searching and
publishing of knowledge, though it also provides the functionality of a learning man-
agement system to conduct the administrative tasks involved in teaching a course. The
knowledge level services facilitate a constructivist approach to education. Besides users
can perform knowledge administration upon learning objects by means of a dedicated
layer that manage a knowledge involved in solving problems by means of ontologies.

4.1  Searching for knowledge

In ENEMOC1, searching for the set of solutions to a problem given by a query consists
on determining the set of Leaming Objects that represents an appropriate set of solo-
tions to the problem. Algorithm SEARCH shown in Figure 1 retrieves all the known so-
futions that can better solve the given problem.

Algorithm Search receives as inputs an ONTOLOGY and a QUERY (an abstract narra-
tive description of the problem), and returns as outputs the set of SOLUTIONS that
solves the QUERY according to the ONTOLOGY and the set of LEARNINGOBIECTS asso-
ciated with the SOLUTIONS. As the ONTOLOGY has 2 hierarchical structure, the search
starts in the top of the structure descending by a breath-first traversal from the most
general to the more specialized concept.

The algorithm begins by getting all the WORDS extracted from the QUERY (line 2).
The algorithm iterates FORALL WORD IN WORDS (fines 3 through 10) and FORALL
CONCEPT IN ONTOLOGY (Lines 5 trough 9) to find those CONCEPTs whose property
NAME is the root of a discriminating WORD. In case the NAME identifies an abstract
'CONCEPT in the ONTOLOGY (lines 6 through 8), 2 new entry in the SOLUTION array is
defined to associate the NAME to the SOLUTION obtained from proverty SOLVEWITH of
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CONCEPT (line 7). The set of all final SOLUTIONS are obtained by intersecting all partial
soluticns (lines 10 through 13) and the set of all LEARNINGORIECTS are obtained by
Joining the sets of Learning Objects given by property ENLACEPW of each final soln-
tion (lines 14 through 16).

ALGORITHM SEARCH
INPUT ONTOLOGY, QUERY
OUTPUT SOLUTIONS, LEARNTNGOBIECTS
BEGIN
I SOLUTIONS, LEARNINGOBIECTS — (&
2 WORDS « SPLIT(QUERY)} \ NONDISCRIMINANTWORDS
3 FORALL WoRrp IN WoRrRDs DO
4 NAME +— LEXICON.GETSTEM{WORD)
5 FORALL CONCEPT IN ONTOLOGY
IF CoNCEPT.NAME=NAME THEN
SOLUTION[CONCEPT.NAME] «+— CONCEPT.SOLVEWITH
ENDIF
9 ENDFORALL
10 END FORALL
11 FORALL s IN DOM(SOLUTION) DO
12 SOLUTIONS «— SOLUTIONS M SOLUTION[S]
13ENDEFORALL
14 FORALL s IN SoLuTioNs DO
13 LEARNINGOBIECTS «— LEARNINGOBIECTS U S.ENLACEPW
16 ENDFORALL
END

OO~

Fig. 1. SEARCH Algorithm

In this algorithm, function SPLIT{QUERY) returns the set of all WORDS (with no du-
plicates) that appear in (JUERY, function GETSTEM{WORD) returns the root of WORD
by using a LEXICON such as WordNet [31]. The algorithm uses dynamic associative ar-
rays (like those found in JavaScript) in which a new entry is defined by assignment (as
in line 7). There are no duplicated entries for this array. Associative arrays have an in-
trinsic function pOM() that returns the set of all elements for which an entry for the ar-
ray is defined. Predefined set NONDISCRIMINANTINGWORDS contains frequently nsed
words, among articles, pronouns, and verbs, which do not contribute to determine the
problem domain. The operations of union (U}, intersection () and difference (\) for
generic sets have their usual meaning. The algorithm also uses high-level iterator
FORALL that has the form FORALL SLEMENT IN SET DO ACTION END, meaning that
variable ELEMENT is instantiated with each member of SET, if non-empty, to perform
the given ACTION upon ELEMENT. For the ONTOLOGY, the iterator traverses the hierar-
chy of nodes in a breath-first manner beginning by the top node, as explained before.

Because a problem generally involves concepts whose solutions may completely
differ from others, the algorithm returns ne solution when SOLUTIONS is empty. When
no solution is found, it indicates that there is some inconsistency in the QUERY.
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4.2 Publish of knowledge

Publication consists on augmenting a centralized repository of Learning Objects with
the known solutions for the problem. The publication process is lead by an instruction
facilitator. In practice, Learning Objects can be either permanent or temporal, accord-
ing to their duration in the repository. Permanent Learning Objects are elaborated by
experts (generally the facilitators) to be used as reference in the subject matter and
represents the most complete information available. Temporal Learning Objects are
elaborated by students as incomplete, tentative, discardable solutions that arise during
the problem sclving.

4.3 Case of study

In a Computational Algorithms course it is asked to the students to solve the follow-
ing problem: "A road map contains information about 20 cities and the roads that con-
nect them have a length given in kilometers. There is always at least one route between
any two cities of the map. The problem consists in finding an optimal route between
any two cities that minirnizes the distance covered by the route. !

Following the PBL methodology, the students start their activities by identifying the
learning objectives they have. For this problem, the learning objective can be specified
in abstract terms by the guery "Finding the shortest path in a directed graph”.

Documents related to the specified query were obtained from a search engine like
Google [32] that comprises databases containing million of documents organized by
classical information retrieval methods. Table 1 summarizes the first ten results the
search engine returned to answer the guery. From the list of results, the students have to
decide which information is most appropriate by examining each result. It was ob-
served that only 30% from the retrieved information is useful for the students, because
they contain enocugh information (theoretical explanations and algorithms) related to
the purpose of the query, so that the students can satisfy their learning objectives.

Table 1. Search resulis from Google. (*) The link has information useful for stu-
dents

ijta 5 lgorithm Description

2 Directed weighed Graph theory and
Dijkstra’s Algorithm Description

) _ Data structure exercises

1 Floyd’s Algorithm application paper

1 Y The link could not be shown

Nevertheless, if the learning objective that the students have identified can be situ-
ated in an ontological domain of Computational Algorithms, then more precise results
to that query could be obtained by using the RIbONTOMiddleware, a non-
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conventional search engine based on ontology containing those abstract terms. The re-
sults obtained by using the RIbONTOMiddieware to the same query are summa-
rized i Table 2.

Table 2. Search resulls using RIbONTOMiddleware,

By using this search engine based on context ontology the following conclusions can
be derived: (1) 100 % of the retrieved information is useful for the students, and (23 the
number of links was reduced significantly with respect to the resuits obtained from the
Google search engine.

5 Related work

Snae propose the O-DEST system [19] that comprises ontology for e-learning proc-
ess, such as course syilabus, teaching methods and learning activities. However the de-
seription only refers to pedagogical rolls and activities, and it does not approach the use
of knowledge search mechanisms. In [33] a revision of the Learning Management Sys-
tem (LMS) concepti is presented. It proposes ontelogy based on the most recent defini-
tions that facilitate the evaluation, selection and impiantation of a LMS, but it cannot
able o extent to other domains. In [34] is presented COFALE, a system to support a
flexible learning. The system support to implement problem based learning allows an
adaptable use of: presentation of learning contents, pedagogical resources and evalua-
tion generation. Nevertheless, these systems do not include search and discovery
knowledge mechanisms, that they allow the reusability of the generated knowledge.

6 Conclusion

In this paper we present the ENEMQCT Virtual Learning Eavironment that ap-
proaches problem-based learning. guides students through the problem solving activi-
ties and implement a methodology for searching and publishing of knowledge. The
domain description is based on ontology that optimizes the application of knowledge
based systems, development and interoperability.

The use of ENEMOCT has demonstrated that a retrieval mechanism based on context
ontologies reduce the links amount that students should navigate.

An ontological model would help a user to search learning objects by reducing the
mental search space. Our proposed ontological model has explicit descriptions of peda-
gogical intentions. In comparison with general topic maps, the semantic network Tepre-
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sented by ontological model is formalized for problem solving in the pedagogical de-
velopment domain. From the viewpoint of knowledge sharing, our ontological model
can be considered as a framework for pedagogical development based on common
pedagogical design patterns.

Ontology does not replace individual learning objects metadata, rather it adds ex-
plicit relationships between learning objects that would help the user to conduct un-
structured pedagogical development. As a result, the use of ontology would allow stu-
dents to utilize well-known knowledge in an efficient manner. A formalized learning
objects category can help a community in developing aspects of its ontology, especially
when the learning objects repository is incorporated into a learning system.

The future work is focused in improving response time to query and a development
of appropriate update services for generated knowledge automation publication in a
Learning Obiects Repository.
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Abstract. This work presents an exact method for the Routing-Loading-
Scheduling Problem (RoSLoP). The objective of RoSLoP consists of
optimizing the delivery process of bottled products in a company study case.
RoSLoP, formulated through the weli-known Vehicle Routing Problem (VRP),
has been solved as a rich VRP variznt through approximate methods. The cxact
method uses a linear transformation function, which allows the reduction of the
complexity of the problem to an integer programming problem. The optimal
solution to this method establishes metzics of performance for approximate
methods, which reach an efficiency of 100% in distance traveled and 75% in
vehicles used, objectives of VRP. The wansformation function reduces the
computation time from 55 to four seconds. These results demonstrate the
advantages of the modeling mathematical to reduce the dimensionality of
problems NP-hard, which permits to obtain an optimal solution of RoSLoF.
This modeling can be applied to get optimal solutions for real-world problems.

Keywords: Optimization, Routing-Scheduling—Loading Problem
(RoSLoP), Vehicle Routing Problem (VRF), rich VRP.

1 Introduction

The distribution and delivery processes are inherent to many manufacturing
companijes; in other cases, it is the main function of several service businesses.
Though this could be considered in consequential, however, merchandise delivery in
due time with the minimum quantity of resources, reduces operation costs, yielding
savings between 5 to 20 % in total costs of products {1].

In recent vears, many researchers have approached transportation problems based
on real situations in two ways: formulating rich models of solution and developing
efficient algorithms te solve them. RoSLoP, defined in [2] and extended in [3},is a
high-complexity problem due its dimensionality.

RoSLoP formulation, associated with the transportation of bottled products in a
company located in north eastern Mexice, satisfies the needs of the logistics group of
the company. The application of a meta-heuristic algorithm based on an ant colony
system (presented in [3]) to the RoSLoP problem permits to generate feasible
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solutions. However, performance mefrics that measure the quality of the obtained
solutions have not been created for this method. This work presents a new
formulation for RoSELoP, based on reported methods in the literature for VRP
variants, which uses a mathematical artifice that permits reducing the dimensionality
of the problem and its solution as an integer programming problem. Therefore, the
solution abtained is used as a measure of performance for heuristic algorithms.

This paper shows the exact method based on the solution of 12 VRP variants:
CVRP, VRPM, HVRP, VRPTW, SDVRP, sdVRP, VRPMTW, OQOVRP, sdVRP,
CCVRP, DDVRP and MDVRP. These variants and the sate of art of with rich VRP
variants are described in section 2 and 3. Sections 4 and 5 are devoted to describe
RoSLeP and the exact method. Section 6 show the experimentation with real-world
instances; and section 7 presents the conclusions for future applications of this work.

2 The Vehicle Routing Problem (VRP)

VRP, defined by Dantzig in [4], is a classic problem of combinatorial optimization. It
consists in one or various depots, a fleet of m available vehicles and a set of »
customers to be visited, joined through a graph G(V,F), where:

P={vy, vi, v, ....v} is the set of vertex v, such that, v, is the depot and the rest of
the vertex represent the customers; each customer has a demand ¢, of goods to be
satisfied by the depot.

E={{v;, v} | wvy e F, i 4 j} is the set of edges where each edge has an associated
value ¢; that represents the transportation cost from v; to vy,

The VRP consists of obtaining 2 set R of routes with a total minimum cost such
that: each route starts and ends at the depot, each vertex v, e¥ -{»} is visited only
once by 2 route and the length of each route must be less than or equal to L. So, the
main objective is t¢ obtain a configuration with the minimum quantity of vehicles and
traveled distance for satisfying all the customer demands.

2.1 Variants of VRP

The most known variants of VRP add several constraints te the basic VRP such as
capacity of the vehicles (CVRP) [4], independent service schedules at the customers
facilities (VRPTW-VRPMTW) [5}, multiple depots to satisly the demands (MDVRP)
[6]; customers 1o be satisfied by different vehicles (SDVRP)Y [7], a set of available
vehicles to satisfy the orders (sdVRP) [8], customers that can ask and return goods %o
the depot (VRPPD) [9], dynamic facilities {DVRP) [10], line-haul and back-haul
orders (VRPB) [11], stechastic demands and schedules (SVRP) [8), multiple use of
the vehictes (VRPM) [12], a heterogeneous fleet to delivery the orders (IHVRP) [13],
orders to be satisfied in several days (PVRP) [6], constrained capacities of the
custemers for docking and loading the vehicles (CCVRP) [3], transit restrictions on
the roads (rdVRP) [3], depots that can ask for goods to another depots (DDVRP) [3]
and vehicles that can end its travel in several facilities (OVRP). A rich VRP variant,
defined in [1] as an Extended Vehicle Routing Problem, is an application of VRP for
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real transportation problems. It is based on the Dantzig’s formulation; however, it
" requires the addition of restrictions that represent the combination of many variants in
a problem; which increases its complexity, making more difficult the computation of

an optimal solution through exact algorithms.

3 PRelated works of rich VRP variants

Recent works have approached the solution of rich VRP problems like the DOMinant
Project [14], which solves five variants of VRP in a transportation problem of goods
among industrial facilities located in Norway. Goel [15] solves four VRP variants in a
problem of sending packages for several companies. Pisinger [16} and Cano [17]

solve transportation problems with five VRP variants.
RoSLoP was formulated initially in [18] with six VRP variants. Due a requirement

of the company it was necessary to formulate a VRP with 11 variants in [19]. This
new formulation allows the solution of instances of 12 VRP variants. Table 1 details
the variants solved by various authors.

Table 1. Related works about known rich VRP variants

Sokved =
i & . .
variants E % é é % § E a é a ;Q;E E §
Y - ] - Lilal=
Autor 5 2 212 B8 53 823|287
Hasle [14] v v Y v v
Goel [15] v | v v
Pisinger [16] v | v v v
Cano [17] v v 7 7
Cruz et al. [2] v Y v v v oiv
Cruz et al. [3] v v |7 VR IV RV DV SV BV BV
This work Vv v Y v Y Y LY Y Y Y

A study of complexity factors of the base case of the problem is presented in Table 2.
Rangel’s mathematical formulation [18] requires 2° integer variables to solve 30
restrictions. Herrera's approach [19] needs 2’ integer variables to solve 30 restrictions
of the formulation. The proposed formulation contains 2? integer variables and 15

restrictions to solve 12 VRP variants.

Table 2. Complexity of the mathematical models created to RoSLoP

Complexity Number of Number of | Solved VRP Solver
ments | integer variables Restrictions variants
Method
Rangel [18) 2° 30 6 Heuristic
Herrera [19] 2’ 30 11 Heuristic
This work 2 15 12 Exact
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4 Definition of RoSLoP

RoSLoP, immersed in the logistics activity of the company study case, involves a
subset of three tasks: routing, scheduling and loading. The mathematical model of
RoSLoP was formulated with two classical problems: routing and scheduling through
VRP and the loading through the Bin Packing Problem (BPP). Fig. 1 shows RoSLoP
and its relation with VRP-BPP,

Y ehicle Rouiing Problem (VRP) Bin Packing Problem {(BPT)

Fig. 1. Definition of the Routing-Scheduling-Loading Problem (RoSLoP)

The case of study contains the next elements:

e A set of ORDERS to be satisfied at the facilities of the customers, formed by boxes
of products with different attributes such as weight, high, produet type, supported
weight, packing type and beverage type.

¢ A set of » customers with independent service schedules at a facility j
[start_service;, end_service]} and a finite capacity of attention of the vehicles.

e A set of depots with independent schedules, which have the possibility to request
goods to other depots.

¢ A fleet of vehicles with heterogeneous capacity Vehicles, to transport goods, with a
service time service_time, and a time for attention at the facilities of the customers.
The attention time #m,, depends on the capacity of the vehicle and the available
people for docking and loading the vehicles.

e A set of roads represented by the edges of the graph. Fach road has an assigned
cost Cy, each one with a threshold of allowed weight Md4XToad,; for a determined
vehicle v that travels towards a facility 7, and a travel time ty from facility i to f.

The objective of RoSLoP is to get a configuration that allows the satisfaction of
the set of ORDERS at the set of the customer facilities, minimizing the number of
vehicles used and the distance traveled. This new formulation includes a model with
12 variants of VRP: CVRP, VRPTW, VRPMTW, MDVRP, SDVRP, sdVRP, VRPM,
HVRP, CCVRP, DDVRP, r1dVRP and OVRP, described in section 2.1.
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5 Formulation of RoSLoP

Input sets -

C Set of customer facilities or vertex of the associated graph

ORDERS Set orders to be satisfied

D Set of depots to satisfy all the customer demands

Vehicles, Set of available vehicles in a depot 4

K Set of all existent routes in a graph

K, Set of routes to be covered by a depotd e D

Pallets, Set of containers of a vehicle v. Each container has an associated pair
(Ppaitetijs Wpaiteris)» Which represents the high and weight of a contamner |
when a customer j is visited by a vehicle v.

ITEMS; A set of units of ORDERS for a customer j.

Parameters

Capacity,; Capacity of a vehicle v to visit a customer J.

service time,

Service time of vehicle v.

iy

Maneuver time of a vehicle v at facility j, associated to vehicle
docking and loading

MAXLoad,,

v

Upper limit for the load to be assigned to vehicle v to visit facility

M Velrcles;

Upper limit fot the number of vehicles attended simultaneously at a
facility /.

start_service;

The time when a facility  starts its operation

end_service;

The time when a facility j ends its operation

Cij

Transportation cost to travel from facility i to j

t;

Transportation time to travel from facility i to j

Real variables

Load, Assigned load in a vehicle v to visit facility /.
arrivey Arrival time of a vehicle to facility i using route &
lefty Departure time of a vehicle from a facility i using route £.
A Associated cost to travel by route £.
4 Travel cost of a vehicle by route &.

Integer variables

Xik 1 if the edge (i, /) is visited on route &, 0 in otherwise
Yk 1 if vehicle v is assigned to route &, 0 in otherwise

5.1 Preprocessing of the instance of RoSLeP

The preprocessing of an instance is carried out through a linear transformation
function, which normalizes the load objects of the problem. Load objects are defined
as n-dimensional objects. They are transformed into a set of real numbers where each
number represents an #n-dimensional object. The function of transformation is
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illustrated in Fig. 2, in which, an order of a customer f is transformed. This function
represents the relationship between the dimensions of the objects. It consists of two

steps: 1) the construction of units of load and 2) the transformation of these units in a
representative set of real numbers.

ITEMS, ell” Bifro algorithm

{haxes of product) (platforms of product]

; ITEMS, &7

ITEMS, ={0.995,0.847,0.498}

1+ Homogeneuz  Heteromeneus o

peatforms placforms 3

s oo 05300
itent, = 20073 =0.998
mmmmmmmmmmm 1.00+300
-
irem | height weight [ 854300
T = =
T Ton 0o i(Eun: B30 0.847
2z 0.85 2138 ¢
o #1435
3 050 148 - dtemy = £.50 143/ =(.498
g ' T 0.56+145

Fig 2. Transformation of the orders dataset of the case study

The construction of lead units is done through the DiPro is invoked. As a result,
two kinds of units are created: homogeneous and heterogeneocus platforms,
Homogencous platforms are constitited by products of the same type, while
heterogeneous platform are constituted with different types of products with similar
characteristics, Both, Homogeneus and Heterogeneus platforms are defined as a set
ITEMS={w(w,h)}. Then, each pair (w,, /) is transformed into a number ifem, using
the following expression (1). A detailed review of DiPro is presented in [20].

item, = e ie ITEMS, )
B+ w, /

The capacity Capacity,; of a vehicle v to visit node j is transformed likewise. Each
container that belongs to a trailer has two atiributes: a high Apaller; and weight
wpallet; of the assigned load to visit customer j. The width of the load is determined
by a categorization of products, asked the company fo group the products. This is
necessary for adjusting the load to the containers. The transformation of the vehicles
dimensions is shown in Fig. 3.

Fallews, | o i n j
=1 s | 1a panel W
=2 315 | 15 .
=3 5 |1 Paliets, =g Vo ) \ I yd
=4 375 | 13 WP"’-"L'U
ST L MAX L
) J’g 000 1300 Peliet Pallets,
Node v 1000,
gl{ﬂ) ] 1]
Lso o 0

. S P, Wi, 2
- Capacity,, = E: PR =537%
( ) ( :) =3\ e, & Wt

(B

Fig, 3. Transformation of the vehicles dimensions
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It is assumed that the weight of the load to be assigned to each container must be
uniform. Expression (2) is used to obtain the capacity of the vehicle. This expression
ensures that the dimensions of the load objects and the vehicles are equivalent.

Paiters, W . .
Capacity, = Y. paety " patfer JeCveVehicles, 2)
i=1 hpm’[ei‘l 1 + wpaﬂer; J
Load,; = Z item, Z X jeCubkekK, (3)
redTEMS, ieCub

Once defined the input parameters, instance preprocessing 1s performed. These
elements are used to formulate the integer programming model. The combination of
these elements generates the solution to the related rich VRP,

5.2 Mathematical model to solve the rich VRP

The objective of RoSLoP is to minimize the assigned vehicles and the distance
traveled, visiting all the customer facilities and satisfying the demands. Each route & is
constituted by a subset of facilities to be visited and a length @,. Expression (4) is used
1o get the maximum covering set established by the use of variant HVRP. Expressions
(5)-(6) permit obtaining the length and the travel time on a route k.

ITEMS,
|K, | =|Vehicles,| —m-a—xL-—————i)— K, ek “)
mm(Capacztij)
@, = Z z e ke K,veVehicles, )
jeCubietub
L= 2 Z LyXy + Z Z Z T Xy Vo kek, ©)
JeCuDieCul ieCuD jeCuD velehicles,

The objective function of the problem, defined by expression (7), minimizes the
number of assigned vehicles and the length of all the routes generated. Expressions
(8) — (100 are used to generate feasible routes and solve the related TSP problem.
Expression (8) restricts each edge (i, j) on a route k to be traversed only once.
Expression (9) ensures that route & is continuous. Expression (10} is used to optimize
the covering set related with the objective function. These expressions solve variants

DDVRP and MDVRP.
min ), > G )
keKy veVohiclasg
Z X =1 keK, jeCuD 3
ieCub
Z Xyp — Z xj£k=0 keK,; jeCuD &)
ieCub ieCul
Z Xy 21 kek, (10)

ieCub jeluD
Expressions {11)-(14), formulated in [5], calculate the time used by a vehicle
assigned to route &, Expression (14) ensures that the use of a vehicle does not exceed
the attention time at facility j.
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These expressions permit solving the variants VRPTW, VRPMTW and VRPM.
The variants CCVRP and SDVRP are solved using the expression (15), which ensures
that two routes k and &’ do not intersect each other at a facility j.

1.V, Sservice _time, ke K ,;veVehicles, (11
left , zarrive, D Lx,+ D v, feCubkek, (12)
ieCup wedehicles,
arrive, 2 X = Z £y jeCubikeK, (13}
feCupD isCun
start _service, < arrive, Send _service, jelkek, {14)
arrive, <left, < arrive, k<k',vkvk'ek, (15}

Expressions (16)-(18), formulated m [I] and combiped with the linear
transformation function, define the resirictions for variants CVRP, sdVRP, rdVRP
and HVRYP. Expression (16) establishes that a vehicle is assigned to a rouie £
Expression (17) ensures that vehicle capacities are not exceeded. Equation (18)
establishes that all goods must be delivered and all demands are satisfied. The
refaxation of the mode! that permits the solution of the variant OVRE consists of the
reformulation of expression (9) through expression (19).

2 sl kek, (16)
velehicles
Load,; < Capacity ¥, kek ;veVehicles, (17}
ITEMS |~ Load, =0 jeCul (18)
jeC
z Xy — Z X =1 keK, jeCuwuD (19)
iecuD ieCuD

The right side of expression (19} is 0 when a route staris and ends at a depot;
otherwise, when the right side has the value I means that route starts at a depot and
finishes at a different facility.

6 Experimentation

Real instances were provided by the bottling company. They were solved using the
approximate algerithm called Heuristics-Based System for Assignment of Routes,
Schedules and Loads (HBS-ARSL) proposed in [3] and an exact method, Both were
tested on a set of VRP variants that are present in the test data set: VRPTW,
VRPMTW, sdVRP, SDVRP, tdVRP, CCVRP, DDVRP, CVRP y HVRP. The HES-
ARSL algerithm was coded in C# and it was executed during two minutes to observe
the time when it reaches the best solution. The implementation of the exact method
was coded in C# and uses the LINDO APT v4.1. A set of 12 test instances were
selecied from the database of the company, which contains 312 instances classified by
the date of the orders; the database contains also 1257 orders and 356 products in ifs
catalogues. Eight available vehicles were disposed. The results are shown in Table 3.
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Table 3. Experimentation with real-world instances, provided by the bottling company

{nstance r | /K] | ORDERS HBS-ARSL Exact method
Distance Vehicles | Time Distance Vehicles | Time
Traveled Used (secs) | Traveled Used (secs)
06/12/2005 | 4| 5 158 1444 4 5133 1444 3 3.09
09/12/2005 | 5+ 5 171 1580 5 23.64 1580 5 3.32
12/32/2005 | 71 9 250 2500 6 38.52 2500 [ 5.03
$1/01/2006 | 6 1 9 286 2560 7 75.42 2560 G 3.42
03/01/2006 | 4| 4 116 1340 4 63.00 1340 4 2.97
$7/02/2006 | 6] 9 288 2660 7 83.71 2660 [ 4.53
13/02/2006 | 5 7 208 1980 5 55.57 1980 5 3.85
06/03/2006 | 6| 7 224 1960 5 32.16 1960 5 3.36
09/03/2006 | 6] 9 269 2570 6 76.18 2570 6 3.85
22/04/2006 | 8 | 11 381 3358 7 57.35 3358 7 5.24
14/06/2006 | 7] 8 245 2350 6 90.84 2350 6 4£.86
04/07/2006 | 7 270 2640 6 72.49 2640 6 453
Average 6| 8 238.83 2245.16 5.66 55.27 2245.16 5.33 4.08

7 Analysis of Results

The exact method obtained the optimal solution for the 12 instances of the test data
set; which permits to measure the performance of the algorithm HBS-ARSL when
solving the related rich VRP variant. Table 3 shows that HBS-ARSL reaches the
optimal solution in 100% of the cases considering the distance traveled and in 75%
considering the number of vehicles assigned. These results reveal as consequence, the
need of improving the search techniques of HRS-ARLS to reach 100% of efficiency.
The best solutions of HBS-ARLS were obtained in 55.27 seconds on average, while
the exact method reaches the optimal solutions in 4 seconds, permitting a reduction of
92% in execution time; which reveals the advantages of the transformation function
used to reduce the execution time and the computation of the optimal solution.

8 Conclusions and Future Works

This work presented a mathematical formulation and a linear transformation function,
which make possible to obtain the optimal solution for the rich VRP variant related to
RoSLoP. It was demonstrated that, the use of mathematical artifices can be used to
reduce the dimensionality generated by the solution of many VRP variants. This
allowed the obtaining an optimal solution through the formulated integer problem. It
could be advantageous when an exact solution is needed for problems classified as
NP-Hard as VRP or BPP. However, this transformation function has the restrictive
condition of the dependence of domain for this application. Therefore, it is proposed
the construction of a transformation function, which is able to reduce the dimension
of some specific problems as BPP to a representative set. This can be used to obtain
the optimal solution for other real-world problems.
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Abstract. Associative memories have a number of properties, including a rapid,
compute efficient best-match and inirinsic noise tolerance that make them ideal
for many applications [1-4]. However, a significant bottleneck to the use of asso-
ciative memories in real-time systems is the amount of data that requires process-
ing. The aim of this paper is to present the work that produced a dedicated hard-
ware design, implemented on a field programmable gate array (FPGA} that
applies the Alpha-Beta Associative Memories medel for pattern recognition
tasks. Along the experimental phase, performance of the proposed associative
memory architecture is measured by learning large sequences of symbols and re-
calling them successfully.

i Introduction

An associative memory M is 2 system that relates input patterns and output patterns
as follows: x — M — y with x and y , respectively, the input and cutput patiern vectors.

Each input vector forms an association with its corresponding output vector. For each
k integer and positive, the corresponding association will be denoted as: (x*,»"). An
Associative memory M is represented by a matrix whose ij -th component is mz, [5]-
Memory M is generated from an a priori finite set of known associations, called the
fundamental set of associations. If x is an index, the fundamental set is represented as:
{(x*, ") s =12,..., p } with p as the cardinality of the set. The pattems that form the
fundamental set are called fundamental patterns. If it holds that
xt =y Y e{i,?.,..., p} M is autc-associative, otherwise it is heteroassociative; in
this case, it is possible to establish that3u e {1,2,..., p} for which x* = »* . If we con-

sider the fundamental set of pattems {(x*,3*)lu#=L2,..,p } wheren andmare the
dimensions of the imput pattems and output patterns, respectively, it is said
thatx* € 4", A=1{0,1} and y* € 4" . Then the j -th component of an input pattern
isx € 4. Analogously, the j-th component of an output pattern is represented
© E. V. Cuevas, M. A. Perez, D. Zaldivar, H. Sossa, R. Rojas (Eds.)
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as y7 € 4. A distorted version of a pattern 1" to be recuperated will be denoted as i* .

If when feeding an unknown input pattern x® with @< {L,2,...k,.., p} to an associa-

tive memory M , it happéns that the output corresponds exactly to the associated pat-
tern y, it is said that recuperation is correct.

2 Alpha-Beta Associative Memories

Alpha-Beta Associative Memories mathematical foundations are based on two bi-
nary operators: e and /. Alpha operator is used during the learning phase while Beta

operator is used during the recalling phase. The mathematical properties within these
operators, allow the ofF associative memories to exhibit similar characteristics to the

binary version of the morphological associative memories, in the sense of: learning ca-
pacity, type and amount of noise against which the memory is robust, and the sufficient
conditions for perfect recall [6]. First, we define set 4 = {0,1} and set B = {00,01,10}

so a and /7 operators can be defined as in Table 1.

Table 1. Alpha and Beta operators,

a:Adx A8 f:Bxd— 4
X ¥ a{x,y) X ¥ Blx, )
0 0 01 00 0 0
0 1 00 00 1 ¢
1 0 10 01 ] 0
1 1 01 01 1 1

10 0 1
10 1 1

These two binary operators along with maximum (Vv ) and minimum ( A} operators
establish the mathematical tools around the Alpha-Beta model. According to the type
of operator that is used during the learning phase, two kinds of Alpha-Beta Associative
Memories are obtained. If maximum operator (v ) is used, Alpha-Beta Associative
Memory of type MAX will be obtained, denoted as M ; analogously, if minimum op-
erator (A ) is used, Alpha-Beta Associative Memory of type min will be obtained, de-
noted as W I7].

In order io understand how the learning and recalling phases are camried out, some
matrix operations definitions are required.

& & max Operanon: R)i.‘{rva Qn')! = [./{;;z }mx)r : V‘Fhere.f-ﬂja = Vl:l a(pfk ? g:'q)
@ 154 in!ll Operation: I)mxrAcr Qnm = ifya ]mxn s Whe{eﬁf = A:'\-'ul a(pik 2 Q‘Aj)

@ /B max Opel‘aﬁonf PH'F}U‘V‘E o [f;;ﬁ }mxn’ ‘Vhereﬁfg = v;«;:l ﬁ(pa'k ’ q.{))
*  ffmin Operation: £, ;0. =[£/1,.. where /) = Al B(p,.9,)
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Whenever a column vector of dimension m is operated with a row vector of dimen-
sionn , both operations V_and A, , are represented by @ ; consequently, the following
expression is valid:

WV ' =y®x =yA X I
If we consider the fimdamental set of patterns {(x*,»“)|u=12,..., p }then thej -

th entry of the matrix y* & (x*‘ )r is expressed as follows:

[y# @(x#)’lj = a(y*.x") 2)

2.1 Learning Phase

Find the adeguate operators and a way to generate a matrix M that will store
the passociations of the fundamental set {(x',y'),(x*,3").(x*,3* ) (x",3)

where x* € A"and y* e A" Vu e{l,2,..,p} .
Step 1. For each fundamental pattern association {(x*,y*}|x#=12,...p }, gener-
ate p matrices according to the following rule:

(o)l R @)

Step 2. In order to obtain an Alpha-Beta Associative Mcmory of type MAX, appiy
the binary MAX operator (v )according to the following rule:

M=, el ’ | @)

Consequently, the if -th entry of an Alpha-Beta Associative Memory of type MAX is
given by the following expression:

vy =vig =a(yl,x;) S)

Step 3. In order to obtain an Alpha-Beta Associative Memory of type min, apply the
binary min operator { A } according to the following rule:

W= /\i_ll: @ (x* )} (6)
Analogously, theij -th* entry of an Alpha-Beta Associative Memory of type min is
given by the following expression:

vy 5 AL = alr ) ™
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2.2 Recalling Phase

Find the adequate operators and sufficient conditions to obtain the fundamental out-
put pattern »*, when either the memory M or the memory W is operated with the fun-

damental input pattern x* .

Step 1. An unknown input pattern x“with @ € {1,2,..., p} is presented to the Alpha-
Beta Associafive Memory.

Step Z. In order to obtain an unknown oufput pattern y* with @ {1, 2,y p} , an Al-

pha-Beta Associative Memory of type MAX will be used according to the following
rule:

MAMQ:A;ﬁwwﬁqu;nganggkﬁ} (8)

Step 3. In order to obtain an unknown output pattern y“with {@=1,2,..,p}, an

Alpha-Beta Associative Memory of type min will be used according to the following
rule:

WY ,x% =37 By, x)) = Al el x| )
Without dependence on the Alpha-Beta Associative Memory type used throughout

the recalling phase, a column vector of dimension i will be obtained.

3  Numerical Resulis

Let p=3,n=4, m=4. Given the fundamental patterns {(x*, v}y =12,..,p }, ob-
tain an Alpha-Beta Asscciative Memory. The fundamental associations will be denoted
aS: { (xl7yi)’(‘x29y2)5"'!(x53y5) }'

Al K 0 Fo] 7]
1 0 N 1 0
o = ¥t = ¥ = ¥ = =
0 0 1 0 1
1 1 g 0 1
1] 1] B 1] 1]
1 0 1 1 0
7= " Zlo Y h YTl VY
1 1 1 0 s
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3.1 Learning Phase

157

Obtain the corresponding matrices M, , M, ,..., M., , according to step 1, indicated in

section 2.1.
'R
1
re) -,
_I_
"1
- i 0
y @(x') = 0
-ulv«
1
¢ |0
ys@(xs) - 1
1_.

el 10 1]=

@0 0 0 1=

ef1 01 1=

01
01
00
01
10
01
01
10

61
00
01
01

01
01
00
01
10
01
01
10

10
01
10
10

10
10
01
10
10
01
01
10

1
00
01
01

01
01
00
01
01
00
00
01

01
00
01
01

According to step 2 in section 2.1, an Alpha-Beta Associative Memory of type
MAX denoted by M , is obtained. Analogously, according to step 3 in section 2.1, an
Alpha-Beta Associative Memory of type min denoted by W , is obtained.

10
10
01
10

10
01
10
10

3.2  Recalling Phase

10
10
01
01

01
01
00
00

01
00
01
01

01
00
00
01

Obtain the corresponding outpﬁt patterns, by performing the operations MA ;x*,

Yue{l,2,...,p} as stated in section 2.2. Due to paper space limitations, only the Al-
pha-Beta MAX type recalling phase results are shown.

10
01
10
10

10
10
01
10

10
10
01
01

A,

1
1
0
1
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Fig. 1. Alpha unit.
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The reader can easily verify that the Alpha-Beta min type recalling phase also re-
calls the whole fundamental set of patiterns perfectly.

4 Implementation Details

As previously mentioned, the main goal of this paper is to dertve an efficient im-
plementation of the Alpha-Beta Associative Memories which exploits the inherent par-
allelism of this mathematical model, targeted towards FPGAs. The Alpha operator im-
plementation is shown in Figure 1, while the Beta operator implementation is shown in
Figure 2.

The proposed architecture works with a 50 MHz master clock, which implies a 20ns
period. As is it shown in Figure 3, the leaming phase is implemented with 5 registers, 1
MAX/min block and 2 external 10ns SRAM chips (mounted on the same board), that
allow IMB of data storage, 8 Alpha blocks that allow byte processing instead of bit
processing, resulting in an eight times faster learning phase compared agamst [§8].
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Fig. 2. Beta unit.

There are two remarkable topics to be taken into consideration. The former concerns
about the amount of logic resources that are needed to implement the two binary opera-
tors (Alpha and Beta). The latter results from the fact that most of the components that
constitute the learning phase are combinatorial circuits. Hence, it is possible to read
data from the external SRAM memory at the same time that a new bit is shifted to the
Alpha blocks.

I:HE ke T lLB_""‘T“““;m.

T ham s

Fig. 3. Learning Phase Architecture.

As it is shown in Figure 4, the recalling phase is implemented with 4 registers, 8
Beta block, 1 min/MAX block and the same 2 external 10ns SRAM chips that were
used to store the fundamental associations during the leamning phase. The recalling
phase is executed as follows. Firstly, R, receives one data word from the Alpha-Beta
Associative Memory (stored in the 2 external 10ns SRAM chips). Then, R receives the

unknown input pattern. Finally, R, stores the recalled output pattern.
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Fig. 4. Recalling Phase Architecture.

5 Experimental Results

The experimental phase was carried out in two stages. In the first one, the same fun-
damental set of patterns that was presented in section 3, was downloaded to the pro-
posed architecture. The performance results are shown in Figure 5 and Figore 6. As ex-
pected, the entire fundamental set of patterns was perfectly recalled. In order to
estimate how the Alpha-Beia Associative Memory model performs with high dimen-
sional data, 20 binary images obtained from the Third International Fingerprint Verifi-
cation Competition (FVC2004) were used as fundamental patterns (Figure 7). Origi-

nally, each one of these images is 160 by 120 pixels.
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ray_signal £l

eng_signal

[ I T N S S T I TN S S S N O T T TR A S N T S SRR B
00 ns 1us

TorE 260000 o

EELREI]
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Fig. 5. Learning Phase Performance.
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Fig. 6. Recalling Phase Performance.

The Advanced Batch Converter image editor was used to modify the fingerprints
dimensions, such that it was possible to keep the pattern associations over the previ-
ously mentioned SRAM chips. The experimental phase was carried out as follows: af-
ter the register initialization process was concluded, the first association was learned
and recalled. Subsequently, the first and second associations were learned and recalled;
after that, the same procedure continued in a consecutive manner until the fundamental
set of patterns was completely learmed and recalled. The above mentioned procedure
was executed 10 times, each time changing the fundamental patterns order randomly. A
relevant thing to mention about the recalling criterion that was used along the experi-
mental phase is that, in this case, perfect recall means that all of the 1600 bits were ex-
actly recovered. Particularly, outstanding results were achieved by both types of Alpha-
Beta Associative Memories {the whole fandamental set of patterns was perfectly re-
calied).

6 Conclusions and Ongoing Research

In this paper, we introduced a simple but efficient implementation of the Alpha-Beta
Associative Memories which exploits the inherent parallelism of this mathematical
model targeted towards FPGAs that overcomes a serious challenge in pattern recogni-
tion tasks (bottle-neck problems due to high dimensiopal data). A relevant thing to
mention is that after a fundamental pattern is downloaded to the proposed architecture,
each bit is leamned in 90 ns, which fulfils one of the main purposes of this paper. More-
over, if the learning rate is known, it is possible to estimate the learning phase duration
even with high dimensional fundamental patterns. Usually, this situation takes place
when the fundamental patterns are RGB images. It is worth to mention that the pro-
posed architecture can be easily adapted to work as an Alpha-Beta bi-directional asso-
ciative memory [6-7].
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Fig, 7. Fundamental Patterns,
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Abstract. In this communication we present the synchronization of
complex networks adding a derivative coupling term in the network equa-
tion. This is, using a simple derivative action the synchronous behavior
of a complex network is achieved. We consider strictly different chaotic
systems in nodes. We show that the derivative term leads to the syn-
chronous behavior in networks that has three different dynamical models
in nodes, whereas when there is no derivative term the network is leaded
to an equilibrium point. Numerical simulation are provided to illustrate
the resuli.

Keywords: Complex Networks, Synchronization, Chaos

1 Introduction

Network are everywhere in nmature, a network can be seen as a set of objects
connected or linked with some strength coupling. The study of this class of dy-
namical system has attracted a lot of attention see for instance[2],{2],[3]. Complex
networks involves a common phenomenon between dynamical systems, synchro-
nization [4], moreover synchronization of chaotic systems is still an open topic
(refer to {5],[6],[7]). Therefore synchronization of complex networks is a challeng-
“ing recent problem under study. Examples of networks are so diverse, individuals
in a community, where every person is represented as a node; the internet, which
is a set of routers connected by physical or virtual connections; the Web, where
virtual web documents can be accessed via other web links [8], or others web doc-
uments can be accessed via this web. Biological networks, where an important
issue is to understand the interaction between cells [9]; in protein interactions,
it has been shown that this interaction is highly heterogeneous [10]; epidemic
spreading studies [11]; until collaboration networks [12}; thus understanding the
synchronization of complex networks is an essential issue in science and technol-

Oy .

The problem of network synchronization has been studied departing from the
determination of the appropriate coupling strength (see for instance [2],[13]), and
assuming that every system in each node is equal to any other system in the net-
work. However, these assumptions are not realistic, since the nodes in a network

©E. V. Cuevas, M. A. Perez, D. Zaldivar, H. Sossa, R. Rojas (Eds.)
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comrmunity, internet, webs etc. are in general different. In this sense we deal with
the particular problem of synchronize a network which nodes are represented by
nonidentical chaotic systems. Moreover, we seek for synchronization of the net-
work in a chaotic attractor, neither into a limit cycle nor an equilibrium point.
Maoyin and Donghua [14] reported the synchronization of a complex network
agsurming unknown the dynamics in each node and the strength coupling func-
tions, authors used the LaSalle invariance principle and a simple linear controller.
However, they assume that there is an isolated dynamics to which the nodes in
the network are synchronized. This is a strong assumption, since the behavior
of the network depends on the collective dynamics and not cn an isolated node.
Other approach to control and synchronization of complex network is provided
in [15] where they comsidered a synchronization scheme assuming that a few
nodes are controlled via a proportional term. Nevertheless, the synchronization
objective was to stabilize the global behavior in an equilibrium point and not
in a chaotic attractor. Gua-Ping and coworkers [16] reported an approach to
synchronize a dynamical complex network using state observers, but the syn-
chronization is achieved via solving a LMI, solution of this kind of inequalities
requires a great computational capacities for networks with many nodes, which
represents a consumption of resources.

We present an approach that consider a derivative coupling term in the net-
work equation to improve the synchronous behavior. To this end, we propose
to synchronize scale-free networks and small-world networks with nonidentical
nodes. The derivative term lead the global hehavior of the networlk to a chaotic
attractor. Compared with the standard coupling, the derivative coupling under
certain network topology reaches the chaotic synchronous behavior, whereas the
standard coupling lead the network to the equilibrium ir a limit cycle.

The paper is organized as follows. In Section II the model for the complex
networks dynamics is described, in Section III we propose the derivative term
to improve the synchronization behavior, results on synchronization of scale-free
and small-world networks are illustrated in Section IV and finally, the work is
cloged with some concluding remarks in section V.

2 Model of dynamical complex networks

Consider a dynamical complex network with N identical nodes and diffusive
couplings, which every node is an identical n-dimensional dynamical system and
with state equation given by

. N
I;= f(i’?z) + czjzlai:jf(zj - Ii) (1)
Y =T

whers 1, = {7, %m, -, Tm)" € R is the state vector for the ¢ — tA node,

f:R* xR — R" is 2 smooth nonlinear vector field, ¢ > 0 stands for the cou-
pling strength, the constant matrix I” = diag(y1.v2, ..., 7, ) is a diagonal matrix
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with v = 1 for the k — th state, this means that two nodes are coupled via the
k — th state variable. In other words, matrix I" determines by which variables
the oscillators are coupled.

Now, the coupling coefficients a; ; are the incomes of a real matrix A ifitis
a connection between node ¢ and node § (§ # 1), therefore a;; = a;; = 1; other-
wise, a; ; = aj,; = 0(j # i). Then the coupling matrix is diagonal and irreducible
if we consider that there are no isolated nodes, thus, we know that zero is an
eigenvalue of A4 with multiplicity 1, and the others eigenvalues of A are strictly
positive. Network synchronization is defined as follows

Definition 1. A complex network is Completely Synchronized if every node
synchronizes each other, lim, .o || z: —2z; [0 forall 1 <4, < N.

2.1 The proposed derivative coupling

We consider that the vector fields f(z;) in every node of the network are in
general nonidentical. This is a realistic consideration since in real networks dy-
namical system in a node is in general different. Therefore, the main contribution
is the modification of the equation {1) by adding a derivative coupling term, with
this new term the synchronization behavior of the network is investigated. With
these modifications we can rewrite (1) as follows

N N
T = f(Ii) + szai7jf($j —z) + szai,jf(i‘j — 1) (2)
=1 G=1

where we have added the derivative part, cp and c¢p are the Proportional
and Derivative coupling strength respectively. The derivative term is such that
the network dynamics is increased in the sense that the interconnection between
nodes are provided by the time variation of the linking state. Therefore, the
linking of the nodes in the network are composed by the states and the time
derivative of the states. With this modification we look for the synchronization
of complex networks in a chaotic attractor which is defined by the collective
behavior of the network.

3 Results on synchronization

We seek for complete synchronization of a network in a synchronization manifold
W(z), in other words, synchronization of the network in a chaotic attractor.
Where the synchronization manifold is given by ¥(z) = 1 = 2 = --- = Ty
and correspond to the synchronized behavior. It is clear that «; for some 7 could
be seen as a solution of an isolated system which in this case is uncertain. The
synchronization manifold ¥(z) is a result of the collective behavior and it is not
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known a prior.

Fig. 1. Small-World complex network, where R, L, Ch stand for the Rassler, Lorenz
and Chen systems respectively.

3.1 Synchronization of Small-World Networks

Small world networks are characterized by possessing a relatively small average
path length. The average path length, is defined as the mean distance between
two nodes, averaged over all pair of nodes. To illustrate the result, let us consider
a network with three antonomous chaotic systems given by the Rossler, Chen
and Lorenz systems

il = L9 — L3
T2 = 11+ auxy (3)
3 ={z1 —d)zz +b

I'} == O'{IQ — .Ifl)
Ty = pry + 819 — 2123 {4)
:I:3 = ¥i1Tg — T3

3.1 = S(Ig - Ii)
To =TT} — T1Z3 + T {(5)
Ty = T3T3 — §T3

Where the parameters for the system in node 7 — th, are different, which rep-
resents nonidentical dynamical systems. Thus, the network considered for this
case is Hlustrated in Figure 1, where 5 Rossler systems, 5 Chen systems and 5
Lorenz systems were connected and with I' = diag(1,1,1).
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Fig. 2. Stabilization of the Small-World complex network at an equifibrium.
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Fig. 3. Attractor for the stabilization of the network.
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Fig. 4. Synchronization of the network.

The behavior of the network with no derivative coupling is illustrated in Fig-
ure 2, where the connection was activated at £ = 10sec. It can be ohserve that the
dynamics of the network is leaded to an equilibrivm point. This means that with
this network topology the synchronization is achieved but in an equilibrium, this
is, the the collective behavior is such that inhibits the chaotic behavior in each
node. It is important to note that there is no value for the coupling parameter
cp such that the network synchronizes in a chaotic astractor, for this case we
use ¢p = 15

In Figure 3 the attractor of one nede in the network and its corresponding canon-
ical projections are illustrated. The trajectories of each system in the network
are driven to an equilibrium point. A conjecture for this behavior can be the
fact that the system in the network are strictly different, this means that, since
each system in the network possess a sirictly different vector fields and the cor-
responding trajectories are also different.

Therefore, in order to obtain chaotic svnchronization in the network, we use
the modified equation (2}. Thus, considering the same network topology hut with
cp = 15 and cp = 1 the synchronization in the chaotic attractor is obtained. The
time evolation is usirated in Figure 4. Where we have connected the network
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at ¢ = 10sec. using the derivative coupling. At ¢t = 40sec. the derivative coupling
is disconnected and the behavior is leaded again to the equilibrium point.

In Figure 5 the chaotic attractor of a single node is presented as well as
its corresponding canonical projections. This attractor was obtained using the
derivative coupling, and again after a period of time the derivative coupling is
disconnected and the trajectory is leaded to an equilibrium point. Note that, in
Figure 4, the corresponding error z. = z; — x; for j = 1,2,..., N, this is, the
error of the output of node i-th, and the node j-th, for all j.

Fig. 5. Synchronization of the network in a chaotic attractor.

4 Conclusions

In this communication we illustrated the synchronization of a complex small-
world network. The main contribution is that using a derivative coupling, a
network with non identical systems in nodes can reach the synchronous behavior.
We show that the network is leaded to an equilibrium point if the coupling factor
is increased, but using the derivative coupling the synchronization in a chaotic
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attractor is obtained. The next step is apply this derivative coupling to scale-free
networks which is still under study.
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Abstract, In this paper the problem of minimizing the hot rolling time using
genetic algorithms of a steel strip is approached. Uniike the traditional
approaches in this work the steel chemical composition of the strip is
incorporated as & problem parameter allowing the automatically setup of the hot
mill for different steels. Te validate the approach, a six-stand rolling mill is
modeled as an optimization constrained problem. The used set of problem
instances were built with realistic data of industrial schedules. In this paper the
mathematical meodel and the instances set are completely described. To evaluate
the model quality we present the results obtained with a solution method based
on genetic algorithms (GA). The global rolling time obtained solving the
modeled problem with a genetic algorithm (GA) is 0.051% better than the
industrial time. The generated roiling schedule diminishes the equipment damage
risks because it produces softer reductions than the rolling schedule proposed by
the manufacturer. Currenily we are developing new solution methods using
different metabeuvristics.

Keywords: genetic algorithm, hot roiling scheduling

I  Introduction

Steel hot rolling is ¢ne of the most important metalworking processes in comparison
with any other deformation process, aimed to manufacture products of relatively large
dimensions (sheets, strips, plates, foils, etc.), at high speeds [1]. The rolling mill
reduces the thickness steel slab by rolling two driven work rolls in a mill stand (as we
can see in Fig. 1). Due to high operational costs of a rolling mill is not acceptable to
setup the rolling schedule in an empirical way.
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Fig. 1. Hot rolling process
The hot rolling scheduling problem consist in determining the reductions for every
rolling pass to obtain the final thickness, considering that the rolling power should be
iower than the motor power.

2  Related works

The hot rolling scheduling problem has been the subject of several research works.
Nolle & Armstrong propose the optimization of a 7-stand hot rolling mili using
simulated anneating (SA) and genetic algorithms (GA) [2]. The goal was to optimize
the surface quality of a steel slab. In this work the SA shows a better performance than
GA. Oduguwa & Tiwari propose a general methodology to solve problems of
sequentia} processes using GA [3]. The proposal consists in a binary representation of
the full set of parameters as a sub-set of strings. An application to multi-pass hot rolling
was given, using & multi-objective model. The goal was to maximize the system
preductivity, optimizing the roll force. Chakraborti [4] applied GA to the problem of
minimizing hot rolling time in a reversing mill stand, determining the optimum number
of odd passes. In this work the efficiency of GA to calculate a hot roiling schedule,
with respect to traditional methods, is demonstrated. Another contribution of
Chakraborti [5] was the study of surface profiles of slab rolled. In this case, two
objective functions were applied to evaluate the wearing and deflection rolls as the
main factors of the variation of the thickness during rolling proeess. The GA produces
good quality solutions with respect to the solutions corresponding to the industrial data
[6]. Other approaches to determine hot rolling schedules have been applied as neural
network {7, 8], fuzzy logic [9], and finite element methods [10). Currently the more
successfully approach to solve the hot rolling scheduling problem is the genetic
algorithm.

In this work the steel chemical compaosition of the strip is incorporated, as a problem
parameter, allowing the automatically setup of the hot miil for different steels. To
validate the approach, a six-stand rolling mill is modeled as an optimization
constrained preblem and a set of industrial instances is used.

3  Hot relling model

The process parameters to roll the steel are obtained using a rolling model. Fig. 2
shows the hot rolling schedule flowchart to caleniate the parameters, for a rolling mill
with # deformation passes of the roll stand 7.
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Fig. 2. Hot rolling schedule flowchart.
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In this work we use the Herndndez model to predict the flow stress of any kind of
steel independently of the chemical composition [11-14]. The flow stress parameters
include the temperature, the strain, strain rate, grain size and the chemical composition
of the rolling steel.

The hot rolling model is used to calculate the flow stress and the resistance to
deformation in two steps. The first step uses a stress-strain curve model to calculate the
flow stress as follows:

Let

Z; the Zener-Hollomon parameter in stand 7,
A =(12.19 + 65.58-%C -49.05-%Nb) exp (7.076:Q) and
Q = 267,000-253552-%C +1010-%Mn +33,620.7-%5i + 35,651.28- %Mo
+93,680.52-%Ti **"%+ 70,729.85-%Nb" "+ 31,673 .46- %V
where:
%C : percentage weight of carbon.
%Mn : percentage weight of Manganese.
%Si : percentage weight of Silicon.
%Mo : percentage weight of molybdenum.
%Nb : percentage weight of Niobium.
%Ti :percentage weight of Titanium.
%V :percentage weight of Vanadium.

Once the above parameters are determined, the flow stress is calculated using
expression (1),
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where:

@ ¢ empirical parameter with value 0.95.

g;: steel strain in stand 7,

&, . peak strain for a given steel composition,
Z; . Zener-Hollomon parameter in stand 7 .
B, B} K, C;: parameters dependent of Z/4.

A=(12.19+ 653.58-%C — 49.05-%Nb) exp {7.076E-05-0) (2)

Q = 267,000 - 253552:%C +1010-%Mp +33,620.7-%S7 + 35,651.28-%Mo
+93,680.52-%T7 74 70,729 .85 %N+ 31,673 46-% T (3

In the second step, the resistance to deformation [15, 16] is calculated as follows:
= i
k== [ oda, “
ai

where:

a;: angle between the steel and the roll in stand £,
g; : plane flow stress in stand 7.

Then the rolling forces to deform the steel can be calculated. The constitutive model
equations applied in this work have been validated with industrial data [17]. The roll-
separating force F can be calculated using different mathematical models, like rolling
theories of Sims [18], Cock & McCrum [19] and Alexander & Ford [20], in this worl
is used the Alexander & Ford model.

The roll force is calculated using:

Ez%w-L,(ﬁHza’)-k{. (3)

where:
X @ parameter with value 1.07
L; : contact arc between the roll and the steel in stand /.
w : steel width.
Z, : geometrical parameter in stand 7.

k. : resistance to deformation in stand /, as calculated with (4)

The roll torque is required, applying a vasiant of equation (1). The medel of
Alexander & Ford was used [20]. The energy consumption or the rolling work for a
given pass can be determined by an empirical expression that takes into aceount rolling
torque. With this formulation, overloading of the main motor can be
assessed.calculated using:

2

G, =250-w-R',.-Ah{m“"'}k! (6)
Z
»

where:

R'; - roll radius with correction plane in stand 7,
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za; . geometrical parameter in stand i.
zp; : geometrical parameter in stand 7.
Ah;: difference between the final and the initial thickness in stand i.

Finally the rolling power can be calculated as follows:
RPM,
W= 2r- G S22
60 (7}

where:

G, : roll torque in stand 7.
RPM; = revolutions turns per minute in stand 7.

4 Imstamce description

Industrial data was obtained from the Hylsa Monterrey Company and from the
software HSMM of INTEG Process Group [21]. Table 1 shows the chemical
compositions of the steels considered in this work. The first column contains the steel
identifier. From column two to six are contained the percentage weight of carbon,
manganese, silicon, niobium, titanium and vanadivm.

Table 1. Chemical composition of steel.

Steels Id. % C % Mn % Si % Nb % Ti %V
1 0.045 0.45 0.069 0.0056 0.002 | 0.080
2 0.038 0.300 0.009 0.005 0.002 | 0.002
3 0.082 0.480 0.045 0.036 0.002 | 0.002
4 0.071 0.758 0.014 0.023 0.013 | 0.003
5 0.0028 0.170 0.009 0.035 0.035 | 0.005
6 0.053 0.784 0.010 0.026 0 0

From the industrial data 17 instances were defined, which can be consulted in [22].
Each instance defines the parameters of a different rolling problem. A rolling problem
consists in determining the intermediate reductions needed to roll the slab steel and to
obtain the final thickness in a 6-stand roll mill. Table 2 shows the parameters included
in an instance: the data source, the number rolling stands (), the instance name, the
initial thickness (%), the final thickness (ky), initial width (w) ,chemical composition
(%C, %Mn, %Si, %Mo, %Nb, %Ti, %V), and for each rolling stand the roll diameter
(D;), the roll speed (), the temperature (7}), the grain size (do;}. Also the source of the
data is indicated (Hylsa Monterrey or software HSMM of INTEG Process Group)), the
motor power (P;) and the inter-stand distance (/) are indicated.
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Table 2. Hot rolling scheduling problem instance.

Industrial Data: Hylsa n=0 Name: hyl001.oa

by =48 mm hy=3 8 mm w =99 1mm
%C=0.033, %Mn=0.784, %5:=0.017, %Mo=0, %Ti =0, %Nb =0, %V = {
Roll Pass No. I 2 3 4 5 &

D; (mm) 752 764 758 492 456 474

v; {m/s) 0.81 1.43 221 338 4.57 5.54

7 {°C) 10310 987.04 96425 9427 92732 90827

dy; (prn) 400 100 80 60 40 20

P; (kW) 7000 7000 7000 7000 7000 7000

4 (1) 3.5 35 33 3.5 3.5

5 Formaulation of the optimization problem

Given an instance of the hot rolling scheduling problem, the goal is to determine the
intermediate thicknesses /4, ... , Ay to minimize the total rolling time:

t = ih
i=1

To calculate the total rolling time ¢, the process time in each stand is added, to
calculate the total rolling time. The rolling time in each stand is calculated adding the
coniact time between the roll and the steel, and the time to take the steel from one stand
to another, taking into account the reil radius R;, roil peripheral speed v, inter-stand
distance [, initial thickness %;, and final thickness 7 (Fig. 3).

Fig. 3. Parameters to calculate the rolling time in a pass.

The reiling time in a stand can be calculated as follows:

VAR R+
= ()
Vi
where:
R, roll radius in stand /.

[; inter-stand distance
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v; : roll speed in stand /.
Ah: gy -hy

The problem includes the following two constraints:

1. In every rolling stand a reduction will be applied until the final thickness is
obtained. Each intermediate thickness should be lower than the previous one:
ho > h} > hg >]'13 > h4> hs > hf
2. To get the reduction in a rofling stand, a roiling power is applied. The rolling
power should be lower than the motor power:
W< B fori=1....6

¢ Industrial relling time calculation

For each kind of steel there is a rolling schedule given by the machine manufacturer.
The rolling schedule proposes to the machine operator the reductions that must be
applied to rolling the slab steel. These reductions are a suboptimal solution of the
problem, but it is a good empirical solution. We use the instance parameters, the rolling
schedule proposed by the manufacturer and the expression (8) to calculate the total
industrial rolling time. Table 3 shows the reductions configuration for the steel
specified in the Hylsa Monterrey instance and the rolling time calculated with
expression (8) in each stand.

Table 3. Total industrial rolling time

Rolling D; v; L Stand exit - Roliing
stand No.  mm mfs m thickness, mm fime,s
by 48
1 752 0.81 35 hy 26 4.433
2 764 1.43 3.5 by 14.3 2.494
3 758 221 35 h: - 931 1.603
4 492 3.38 35 by 6.03 1.043
5 456 4.57 3.5 ks 4.55 0.769
6 474 3.54 ky 3.8 0.0024

Total industrial rolling time:  10.3444

The total industrial rolling time will be the reference time to compare the rolling
time obtained with the solution methods.

7  Experimental results

In this section the experimental results of the model evaluation are described. The
experiments were carried out with Microsoft Windows Server 2003 for Small Business,
dual Xeon CPU.3.06 GHZ, 3.87 GB RAM and the compiler C++.

To evaluate the quality of the proposed model, the rolling time obtained solving the
modeled problem with a genetic algorithm (GA) and the industral time calculated
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using the rolling schedule proposed by the manufacturer were compared for each of the
17 considered instances. Fach instance was solved 30 times to obtain the average
results. The genetic algorithm uses SBX crossover, uniform mutation and population
with feasible and unfeasible individuals and was configured using 40% of crossover,
50% of mutation, a population of 100 individuals and 100 generations.

The accumulated of the average execution time required for solving each instance is
42.62 cpu sec. The accumulated of the average execution time required for the GA to
get the best solution is 23.62 cpu sec. While the average of the improvement
percentage in the rolling fime respect to the industrial time is 0.051%.

Table 4 shows the rolling schedule proposed by the manufacturer, and the rolling
schedule generated by the GA for the Hylsa Monterrey instance. In both cases we can
see the exit thicknesses and the rolling time in each stand.

Tabile 4. Rolling schedules for a 6-stand roll mill,

Manufacturer proposed GA. generated
Exit thickness | Industrial rolling | Exit thickness, Rolling
Roll pass . .
{mm) time (sec) {mm) time, {(sec)

g |48 hy | 48
1 i 26 4.433 A | 3067 4.401
2 h 1143 2.494 By 122.52 2.498
3 hy 1931 1.603 hy 13.57 1.610
4 hy 1603 1.043 hy 1823 1.046
5 hs 433 0.769 hs | 3.80 0.771
6 he 138 0.0024 he 3.8 0.0039

Total time : 10.3470 Total Time: 10.3317

Figure 4 shows the typical differences that were observed between the rolling
schedules proposed by the manufacturer and the genetic rolling schedules generated for
a given instance. In the graph, the rolling time and the thickness reductions for each
one of the six stands are showed.

—-a— inchstrial time - - -e - GA time

o
i
-5 30
2 25 ‘-—"'--.—;.“.
£ .

“ hard .

----- )
o change 1 -
G
Qa 2 & )it

*rolling time®
Fig. 4. Comparison of rolling schedule obtained with the GA vs the industrial schedule

As we can see the global rolling time obtained solving the modeled problem with a
genetic algorithm is (.051% better than the industrial time. Additionally the rolling
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schedule generated produces softer reductions than the rolling schedule proposed by
the manufacturer. This characteristic of the solutions generated using the proposed
model, diminishes the equipment damage risks.

8 Conclusions

In this work the problem of minimizing the hot rolling time was approached. Unlike
the traditional approaches, the steel chemical composition is incorporated as a problem
parameter allowing the automatically setup of the hot mill for different steels. To
validate the approach a six-stand rolling mill is modeled as an optimization constrained
problem. The mathematical model and the instances set were completely described.
The used instances were built with realistic data of industrial schedules. The
suboptimal industrial rolling time was used as the reference time to evaluate the
solution methods performance. Also we present the results obtained using a solution
method based on genetic algorithms. The global rolling time obtained solving the
modeled problem with a genetic algorithm is 0.051% better than the global industrial
time. Additionally the generated rolling schedule using the model diminishes the
equipment damage risks because it produces softer reductions than the rolling schedule
proposed by the manufacturer.

Currently we are developing new solution methods using different metaheuristics.
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Abstraect. In this paper we evaluate the performance of 5 BSS algo-
rithms (AMUSE, 8OBIL, SOBL-RO, 30NS3, JADE-TD) on simulated EEG
signals. A first result evaluates the influence of the noise and signal char-
acteristics {frequency, length, SNR) on the algorithms performance. A
second objective is to introduce a new performance criterion, T EV which
can be used to compare two matrices and is potentially useful on real
signals. We validate this new index by comparing it with classic perfor-
mance indices used in source separation.

1  Introduction

The electroencephalogram (EEG) is a medical examination based on brain’s
electric activity. The signal is recorded using electrodes placed on the scalp
of the patient. One of the most commen brain’s diseases investigated through
an EEG examination is the epilepsy. Epilepsy is a cerebral disease which is
characterized by repeated crisis due te an excessive burst of synchronized neural
activity. BEG signals are useful to detect this kind of anomalies as we mentioned
before; however, these signals present several inconvenients:

— Recorded brain’s signals are corrupted by artifacts (extra-cerebral signals)
and noise, which are superimposed to the informative signals and make
harder the interpretation for the physicians.

— Scalp EEG signals are by themselves a mixture between intra-craniai un-
known sources and its mixing process is itself unknown.

A first step towards an easier interpretation for the physicians can be the
development of & technique that allows the elimination of the artifacts and noise
that the EEG signals present.

Omne current hypothesis is that these artifacts are independent from brain
activity, either normal or pathologic. Under this hypothesis, a frequently used
method is the blind source separation (BSS). The goal of BSS is to recover
independent sources, given only sensor observations. This sensor observation
is modeled as a linear mixture of independent source signals. The term blind
indicates that both the source signals and the way the signals are mixed are
unknown. Several ajgorithms for BSS were developed in the last 15 years [1,2].
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The main objective of this work is to test different source separation algo-
rithms in order to examine their future use on real EEG signals. Besides classical
performance criteria, in our opinion it is also necessary to asses the sensitivity
of the algorithms to noise type and power, to the mixing model, as well as to
the characteristics of the signal (frequency content, duration).

This communication is organized as follows. In the second section, we describe
the source separation problem and its relation with EEG; in the third section we
present the simulated EEG and noise test signals, and the evaluation criteria.
The fourth section presenis the obtained results and it is followed by a fifth
section that concludes and presents the perspectives of this work.

2 Source Separation Problem

A method for solving the BSS problem it is to find a linear transformation of the
measured sensor signals such that the resulting source sighals are as statistically
independent from each other as possible. The most widely used model considers
N the number of unknown sources equal to the number of electrodes In this casge
the noisy mixture writes:

x(k) = As(k) + n(k) (1)

where x is the vector of the mixed signals {sensors}, A € RY*¥is the unknown
nonsingular mixing matrix, s is the vector of independent source signals, n is an
additive vector noise, £ being the time index after sampling.

The abjective is to find a linear transformation B of the sensor signals x that
makes the outputs as independent as possible:

v{&) = Bx(k) = BAs(k) + Bn{k) (2)

where, ¥ is the estimation of the sources and B is the separation matrix. The
ideal separation is obtained when B = A™! and, consequently, y is a {noisy)
estimate of s.

As it has been pointed out by different authors [1,2], obtaining the exact
inverse of the A matrix is, in most of the cases, impossible. Therefore, source
separation algorithms search a B matrix such as the product BA is a permuted
diagonal and scaled matrix. Consequently, sources can be recovered up to their
order {permutation) and their amplitude (scale).

Many different algorithms are available; these can be summearized by the
following fundamental approaches, depending on the cost functions minimized
to find the separation mairix B:

- The most popular approach exploits as cost function some measure of sig-
nals statistical independence, non-gaussianity or sparseness. When original
sources are assumed to be statistically independent (regardless of their tem-
poral structure) the higher-order statistics (HOS) are essential (implicitly
or explicitly) to solve the BSS problem. In such case. the method does not
allow more than one Gaussian source [1-3].
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— If sources have temporal structures, then each source has non-vanishing tem-
poral correlation, and less restrictive conditions than statistical independence
can be used, namely, second-order statistics (SOS) are often sufficient to esti-
mate the mixing matrix and sources. As they exploit temporal correlations,
808 methods do not allow the separation of sources with identical power
spectra shapes or 1.i.d. (independent and identically distributed).

Most of BSS methods (HOS and SOS) include a SOS only pre-processing step:
the spatial decorrelation or whitening. The conventional whitening exploits the
equal-time correlation matrix of the data x, which is often considered a necessary
criterion, but not suflicient for the independence. The whitening of x consists of
the decorrelation and the normalization of its components. The idea is to find a
matrix Wy, known as whitening matrix, such as,

X = Wypx (3)

with the covariance matrix of X equal to the identity matrix: Ry = I. One can
show that the whitening matrix W1, can be written as:

W, =ZVT (4)
where ¥ is a diagonal matrix and V an orthogonal matrix, obtained from the
eigen decomposition of Rx, the covarlance matrix of the data.

Independent estimates of the sources will be obtained from the whitening
signals X by a second transformation:

y=Jx=JW;x (5)

As the covariance matrix Ry has to be also equal to the identity matrix (es-
timates are independents, so uncorelated), J is necessarily an orthogonal matrix.
The minimisation of the cost functions reminded earlier leads to this matrix.

Another whitering method is the robust whitening based on time-delayed
correlation matrices. This method is used to minimize influence of the (white)
noise in different algorithms (SOBI-RO, SONS, AMUSE).

Temporal, spatial and spatio-temporal decorrelations play important roles in
EEG/MEG data analysis. Therefore, a lot of algorithms used in this domain are
based onty on second-order statistics (SOS) [5-8], although-other authors prefer
HOS aigorithms [11-13].

The 5 algorithms compared in this work are:

1. JADE-TD (HOS - Joint Approximate Diagonalization of Eigen matrices with
Time Delays}, uses a combination of source separation algorithms of sec-
ond order time structure (TDSEP) [14] and high order cumulant informa-
tion (JADE) [15]. In principle, it is able to separate simultaneously time-
correlated and non-Gaussian signals [10].

2. SOBI (SOS - Second Order Blind Identification), is an algorithm adapted

- for temporally correlated sources. It is based on the ‘joint diagonalization’
[5] of an arbitrary set of covariance matrices and relies only on second-order
statistics of the received signals. It allows separation of Gaussian sources [9].
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3. SOBL-RO (508 - Robust SOBI with Robust Orthogonalization), combines
robust whitening {in the presence of temporally uncorrelated additive noise)
and time-delayed decorrelation, as SOBL It improves the classical SOBI
method by integrating robust whitening instead of simple whitening [6].

4. AMUSE (SOS - Algorithm for Multiple Unknown Source Extraction), is
based on the EVD (eigenvalue decomposition) of a single time-delayed covari-
ance matrix for prewhitened data. This algorithm also integrates a method
for ordering automatically the estimated sources [7].

5. SONS (SOS - Second Order Nonstationary Source Separation) algorithm
exploits the nonstationarity and temporal structure of the sources. This
methed needs only multiple time-delaved correlation matrices of the ob-
served data at several different time-windowed data frames to estimate the
mixing matrix. This algorithm is not sensitive to additive white noise [8].

3 Method

The goal of our evaluation is to assess the performance for the 5 BSS algorithms
described before. They were tested on different simulated signals, mixing matri-
ces and noise vectors, also they were compared using several evaluation criteria.

3.1 Simulated Signals

Tn order to test the BSS algorithms it was necessary to create different signals
that simulate the EEG's source signals. We propose four signals having different
characteristics close to the real EEG and a fifth signal simulating the eye blinking
artifact. Four test sets were created using these five signals:

— The first one figure 1(a), having 2048 samples/signal and frequencies ranging

from 0.5 Hz to 26 Hz.

A second set contained only the first half of the previous one {1024 samples),

thus having lower frequencies {range 0.5 Hgz - 10 Hz}.

— A 58" gne contained the second half (1048 samples, mainly high frequencies).

— The last one was made duplicating the original set, having thus a 4096
samples signal and the same frequency range.

H

As we mentioned above the signals of each set were mixed using random
mixing matrices {uniform distribution between -1 and 1). At the resulting mix-
ture, two tvpes of noises {Gaussian and Uniform) were added, with five different
signals to noise ratios (0 dB, 5 dB, 10 dB, 15 dB and 20 dB}.

Figure 1{b) presents an exemple of the simulated EEG (the noisy mixture of
the 5 sources from figure 1{a}).

3.2 Ewvaluation Criteria

Index of Separability (I8) To validate the separation, the first criterion we
have chosen is the index of separability I.§ {4]. The index is computed from the
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Fig. 1. Simulated EEG’s: {a) original sources for a recording length of 8 seconds (sam-
pling rate 256 Hz) resulting in signals of 2048 samples. Above (s1), a signal with 4
successive frequencies (9 Hz, 12 Hz, 14 Hz and 23 Hz), (s2) eyes artifact, (s3) a low
frequency signal (1 Hz), (s4) a signal varying in frequency (2 Hz, 0.5 Hz, 7 Hz), (s5)
three bursts of 10 Hz, 10 Hz and 26 Hz frequencies respectively; {(b) noisy mixture.

N x N transfer matrix G=BA between the original sources and the estimated
ones. In order to obtain the IS it is necessary to take the absolute value of the
elements of G and to normalize the rows g; by dividing each element by the
maximum absolute value of the row. The rows of the resulting matrix G/ are:

r_ lgii
g = m (6)

The separability index is obtained from the new G’ matrix:

i (SN e 1)

IS = NN —1) 0

Correlation (C'C) The second criterion is the correlation p between the sim-
ulated sources s;, i = 1...N and the estimated independent components ;. To
avoid taking inte account small values of correlation and estimated sources cor-
related with more than one original source, correlation values smaller than 0.5
were discarded:

. COV(S,;YJ,') o Pij lf ,0;.‘,_-,; 2 05
Pij = 05,0y, i = {0 if pi; < 0.5 (8)

The retained estimated source ¥, for the source s; is the one for which the
correlation is maximal r; = maxr;;. Finally, the CC criterion is defined as:

1
CC =+ Zr (9)
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Eigen Values Vector’s Norm-1 Distance{ZEV) Besides the previous eval-
vation criteria, we propose a new one base on the eigen values ol the mixing
and separation matrices. The basic idea is that, if the separation is successfidl,
the mixing matrix and the inverse of the separation matrix must be similar {af-
ter reordering and normalization}., The goal of the method is to evaluate this
similarity. As seen previously (section 2), the BSS algorithms cannot find source
estimates in the same order, with the same amplitudes and with the same signs
as the original signals. Thus the inverse of the separation matrix, which is sup-
posed to be equal to the mixing matrix has different values and the order of its
rows may be changed. Therefore, before comparing two steps must be taken:

1. Normalization: first, the elements in B and in A™" are taken in absolute val-
ues (to eliminate sign ambiguity). Next, each line is divided by his maximum
value to normalize it to a maximum value of 1.

9. Permutation: the ines in matrix A~ are permuted, using the same method
as for the correlation index,

In this way. we obtain Ajnp, the inverted, normalized and permuted version of
A and B, the normalized version of B. To compare the previously obtained
matrices, we chose to compute their eigen values. For each matrix, we construct
a vector containing their eigen values and we compute the norm 1 distance
between those two vectors:

ITEV =

| N i

Ot — /\an} (10)
i=1
where T2V is the newly obtained index, A,
the described matrices.

So, if we have two equal matrices (mixing matrix = inverse of separation

matrix) our index will be zero, indicating that the separation was performed at
100%. Generally speaking, a small value of JE'V indicates good separation.

., and Ag_ are the eigen values of

4 Results

The first aspect evaluated in this work is the behavior of the BSS algorithms
using different noise vectors and mixing matrices. The second objective of our
work is to analyse the tested algorithims according to their performances for all
combination of signal and noise, as described previously. Finally, a third goal is
to evalnate the accuracy of our new performance index [EV by comparing 1t
with the two others.

Tn order to evaluate the influence of the random noise on the separation
index, we created 10 simulated EEG (noisy mixtures of the original sources 3s)
by using one mixing matrix and 10 noise vectors (Gaussian noise 15 dB). The
results (mean value and standard deviation STD) are presented in figure 2(a}.

As we can see in the figure 2{a), the standard deviation of the 13 index 1s
small and affects the methods almost in the same way, We conclude from this
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simulation that the influence of the noise on the separation index is rather small
(for a given SNR and probability law). Other simulations (not presented here),
ghow that the IS values are much more influenced by the probability law of the
noise and especially by the noise power (SNR).
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Fig. 2. Mean and 8TD for {a) one mixing matrix and 10 different noise vectors (b)
1000 different mixing matrices and noise vectors.

Concerning the influence of the mixing matrix on the index of separation (IS),
we created 1000 simulated EEG {noisy mixtures of the original sources 8s) using
the 1000 different mixing matrices and one noise vector for each one (Gaussian
noise 15 dB). The results (mean value and standard deviation of the IS} are
presented in figure 2(b). As we can see the relative standard deviation of the 78
is larger than the one showed in figure 2(a). Our interpretation of this result is
that, in order obtain a robust evaluation of the algorithms performances, it is
necessary to test them by using an important number of mixing matrices, but
it is not necessary to simulate an important numhber of noise vectors. A second
conclusion is that SOBI-RO algorithm shows the best performances, at least for
this signal and noise combination.

Therefore, for the following simulations, we only generated one noise vector
for each particular situation (a given signal, & given mixing matrix, a given
SNR and a given probability of the noise). We used the 4 signal sets previously
presented, 1000 random mixing matrices, 5 signal to noise ratios (SNR = 0, 5,
10, 15, 20 dB) and 2 noise probability distributions, which feads us to 40000
simulations of noisy mixtures (10000 for each signal). We added also a no noise
simulation, again using 1000 mixing matrices for each of the 4 signals (4000
simulations of no noise mixtures). The averaged results are presented in the
next tables.

In table 1, we can see the behavior of the BSS algorithm, being evaluated
for four evaluation criteria. The results obtained for each evaluation criterion
are coherent with the Index of Separability (7.9), and show that the best BSS
algorithms are founded between SOBI and SOBI-RO.
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Table 1. Results obtained for 4s-1 for the 5 algorithms.

AMUSE SOBI SOBIRO SONS JADETD AMUSE SOBI SOBIRO SONS JADETD
without noise with noise
CcCc 097 G99 0.99 0.88 .95 0.56 068 0.65 0.57 0.64
I3 007 003 003 016 0.12 031 017 0413 0.2
IBEV 056 043 044 Q.57 0.76 074 071 065 071 1.21

Table 2. Results obtained for 4s-2 for the 5 algorithms.

AMUSE SOBI GOBIRO SONS JADETD AMUSE SOBI SOBIRO SONS JADETD

without noise with noise
cCC 699 099 089 0,94 0.98 058 068 065 0.59 0.85
IS 0.04 0.62 0.03 0.12 0.05 0.3 0.16 0.11 0.19 0.2

IEV  0.63 0.4 0.41 0.4% 0.71 0.74 067 061 0.66 1.16

In table 2, the results of the BSS algorithms seem to be improved. We can see
it if we compare the values obtained in table 1 with the ones obtained in table
2. Both sets of signals have a 4s duration, but there is a big difference between
their frequency content: 4s-1 has low frequency components, 4s-2 who presents
mainly high frequencies.

Table 3. Results obtained for 8s for the § algorithms.

AMUSE SOBI SOBIRO SONS JADETD AMUSE SOBI SOBIRO SONS JADETD

without noise with noise

cC 1 1 1 0.93 1 0.57 068 0.65 0.59 0.67

s Q04 002 003 .12 0.04 029 016 011 0.18 0.18

IEV 064 041 0.42 0.52 0.67 0.71 0.7 0.61 0.67 1.162

In table 3 we can observe the results obtained for a larger length, and high and
low frequency content signals, The results are even better than those presented
for small length signals. We can see it by comparing the values obtained for the
evaluation criteria. The hypothesis here is that a large amount of data (and also
higher frequencies) facilitate the separation procedure for the BSS algorithins.
Again we sec that SOBI and SOBI-RO are the BSS algorithms with the best
performance.

Another important observation (not shown in these tables which only present
average values) is that between the behavior of these algorithms present small
variations when the values are compared for uniform and Gaussian noises in each
SNER level.
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Table 4. Results obtained for 16s for the 5 algorithms.

AMUSE SOBI SOBIRC SONS JADETD AMUSE SOBI SOBIRO SONS JADETD
without noise with noise
CC 1.00 100 1.00 093 1.00 0.57 0.68 (.60 0.58 0.62
IS 004 0.02 0.03 0.12 0.04 029 0.16 .10 .18 .17
IEV 064 0.40 0.41 0.54 0.70 0.72 0.68 0.57 0.69 1.16

The results shows different aspects of the behavior of the BSS algorithms.
A first point is that for the sets of five simulated signals with short length (4
seconds) the evaluation criteria show worst performances for all the noise condi-
tions and mixing matrices. The frequency content of the simulated sigrals played
an important role in the performance of the BSS algorithms. Higher frequency
signals are better separated. The set of simulated signals with the shortest du-
ration and lower frequency content was the one with the worst performance for
all performance criteria. The behavior of the BSS algorithms with respect to the
type of the added noise was not so important. Very similar values were obtained
for uniform and Gaussian noises. On the contrary, the noise level affected the
separation performance for all signals. Almost all the algorithms struggle to ob-
tain a good source separation when the signal to noise ratic is lower than 10 dB.
Globally, all the results show that SOBI-RO and SOBT are the BSS algorithms
which obtained the best scores in all the tested evaluation criteria the source
separation performance. The IEV criterion indicate the same behaviour as the
18 and CC indices.

5 Conclusion and Perspectives

As we mentioned above, the main objective of this work is to test different
source separation algorithms in order to examine their future application on real
EEG signals. Here we have presented a methodology that allows us to compare
the BSS algorithms taking in account the nature of the EEQ simulated signals.
Namely, we simulated signals with different length, frequency, type and noise
levels. Also, the important simulation number played an important role in our
evaluation, because of the big and reliable data base which better support our
conclusions.

Different interesting aspects of the behavior of the algorithms were presented
here: the noise does not seem to play an important role in the performance of
the separation except for its power. On the contrary the influence of the mixing
matrix is muck more important.

Sorne of the BSS algorithms presented considerable changes associated to the
signal length, and to its frequency content. High frecuency long signals are better
separated than low frecuency short ones. However, all the evaluation criteria
show that SOBI-RO and SOBI algorithms are the best for the source separation
on our simulated signals.
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The new introduced criterion IEV aliows us to compare directly two matrices
and it aims to give a measure fo a kind of ‘distance’ between them: if its value
es close to zero, the compared matrices are similar. Used on the (normalized}
mixing marice and on the inverse of the normalized separation matrix, it gives
similar indications as the other performance indices (IS and CC}, which proves
that IEV is a reliable performance criterion. Its main interest is its possible
aplication on real signals,
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Abstract. This paper describes SISELS a mediation system that enables the configu-
ration of virtual laboratories that support transparent access to biomedical data. The
main objective of SISELS is to provide users with transparent access to distributed
resources satisfying certain sermantic requirements for contributing to the solution ofa
problem. Biomedical information is seen as distributed resources that can contribute
to solve a biological problem. SISELS manages biological information using views
that provide different perceptions of the same resources. A view represents the se-
mantic requirements of a group of experts to study a specific problem. Given a prob-
lem expressed in terms of concepts, SISELS analyzes subscribed resources that pro-
vide related concepts and generates a view that represents an answer. Queries and
their associated results are used to maintain a problem catalog. The problem catalog
provides an easy access to frequent information and promotes information sharing
and coliaboration between researchers from different communities of the same know-
ledge domain. SISELS uses three ontologies defined in SHIQ(T) [41. It implements
them using OWL {11], and uses an inference service for mediating resources and
managing generated knowledge.

1  Introduction

Medicine is a science that produces vast amounts of information, useful in the
development of new treatments against diseases. This information is contained in
different resources such as images, genome data, documents, and Web resources,
which can be located in distributed geographic zomes. This information can be
manipulated in order to execute Bio-informatic processes. For this reason, medical area
requires tools for integrating and manipulating existing biological information in order
to generate new knowledge.

Nowadays, given a problem scientists have to manually anatyze each resource with
respect to the problem to verify its utility. This process is long and complex when the
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number of resources increases. In some cases, scientists ignore resources useful to the
problem because they are not defined explicitly in terms of the specified problem. In
ofher cases, scientists from different communities explore the same problem from dif-
ferent perspectives and lack of a problem catalog to visualize different approaches.

A virtual laboratory provides transparent access to heterogeneous and distributed
data providers and mechanisms to execute queries over resources according to concepts
used in a specific knowledge domain. A virtual laboratory allows to share and manage
great amounts of data in a coordinated and controlled way. Besides, it provides inte-
grated views of resources (data, systems, documents) belonging to different organiza-
tions. These views are exploited by researchers in order to solve scientific problems.

In order to build a virual laboratory, it is necessary o represent its knowledge that
associates resources to concepts of a specific knowledge domain {(e.g., Biology} [10].
From this knowledge, customized views of resources can be generated and adapted to
the requirements of a group of experts. Retrieved information must be relevant and
consistent with respect to a specific context of study.

This paper presents SISELS a knowledge based mediation system used to build vir-
tual lzboratories adapted to a knowledge domain (Biology). The rest of this arficle 18
organized as follows. Section 2 describes how to build a virtual laboratory. Section 3
describes metadata associated to a resource through the bio-resource ontology. Section
4 describes the mapping ontology that defines the semantic correspondence between
concepts in Biology. Section 5 presents the view ontology used to store integrated
views of information generated by SISELS. Section 6 describes our approach for gene-
rating views over resources based on semantics. Section 7 describes implementation is-
sues concerning a prototype virtual laboratory. Section 8 describes related work and
compares it with SISELS. Finally, Section 9 concludes the paper and discusses current
results and future work

Z  Building a virtual Iaboratory

SISELS (Semantic Integration System for Explotaition of biomedical resourceS) is a
mediation system that enables the configuration of virtual laboratories to support trans-
parent access to biomedical data (cf. Figure 1). In order to provide data according to
given biclogical problems, SISELS uses the notion of view. A view expresses the rela-
tionship between a problem and resources that provide information about it. Both the
problem and the resources are expressed under a normalized vocabulary shared by a set
of experts (users). For example, a biclogist studying cells from Basidiomycota fungi to
determine a new treatment specifies his/her requirements with a sef of concepts like:
Cell, FungalCell, and Basidiocarp.

2.1 Resource

Resources are characterized in an structural and semantical way. In SISELS the seman-
tical representation of a resource is defined by an ontology. An ontology is represented
through concepts, attributes and properties within the biclogical area. Resources are
represented in an homogeneous way through a single ontology that represents the
knowledge domain of SISELS and classifies biclogical concepts.
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2.2 Views

Information in SISELS is organized in views. A view represents the semantical re-
quirements of a researcher and allows to have different perspectives from resources. A
view is adapted according to a requirement expression. The requirement expression
identifies those concepts used to access resources.

2.3  Problem

A problem is defined by concepts of the knowledge domain associated to resources that
can be used for solving it. The problem catalog provides an easy access to frequent in-
formation and promotes information sharing and collaboration between researchers
from different communities.

Probfermn cataleg
(View ontology}

Mappings
(Mapping Ontalogy)

Knowledge domain
{Bin-resource ontology}

Fig. 1. SISELS general approach.

2.2 Integration aﬁproach in SISELS

The knowledge domain of SISELS is defined through the fusion of the ontologies
describing the content of resources. The bio-resource ontology represents resources and
associates them with biological concepts. The domain of SISELS is enriched when a
new resource is subscribed to the system, when new knowledge is generated or when a
biologist specifies his semantical requirements.

Researchers in the biological area specify their cases of study by using an ontology,
composed by their own terms. When a biologist expresses a scientific problem in terms
of biological concepts, she/he searches a set-ef resources that can contribute to soive a
problem.

Given a problem expressed in terms of concepts of a knowledge domain, SISELS
specifies the appropriate semantic mappings required to identify the resources satisfy-
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ing the semantic defined by a researcher. We build the mapping ontology to represent
the semantic correspondence between terms.

By using the defined mappings, SISELS analyzes subscribed resources that provide
related concepts and generates a view that represents an answer.

SISELS uses knowledge representation models to achieve the semantic exploitation
of biological resources. SISELS uses three ontologies based in the description logic
SHHIQ(D) [4] and implemented using OWL {11]: bio-resource, mapping and view. An
ontology is composed by at least one class which represents a set of individuals sharing
certain characteristics. A class is characterized by attributes that manage a data type
(integer, string, and real) and has an extension defined by the concept of individual [2].
Normally, an entology is composed also by one or more properties that define a binary
relation between two concepts.

3 Bio-resources ontology

The bio-resources ontology models structural and semantic content of resources sub-
scribed to SISELS (cf. Figure 2).

hasTerm
isTermOd

Vocabulary Te rm—'
hasiecabuiany [
isvorabulanyOf i isReledTo

bastmplamestation
i — ‘
Content = - impismentation
T 3 angiType

Crtolagy

author
HasCortemt
wContamOl

Resource

o ImageNe
b ith

5 naght

Fa fayecale
fa fomat

Fig. 2. Bio-resources ontology.

The main concept is Resource which is the general representation of a resource of
the system. A resource is represenied by an URI (Universal Resource ldentifier) which
is composed by a name and access protocol. In addition, a resource is characterized ac-
cording to its type: Application, Document or Image. Associated to a resource, there is
a Content that can be structured according to different models {e.g., an API or Onitolo-

gy)-
Formally, a resource is defined using SFIQ(D) in the following way:

Resource = 3 hasConrent.Content A
=1 URI(String}

According to its format, a resource has associated metadata and characteristics de-
scribing its structure. For instance, the concept Documnent represents a specialization of
a resource characterized by the attributes: #irle, description, foralWords. Once metadata
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assoctated to a resource is defined, it is necessary to specify the nature of its content by
the concept Content,

Information associated to a resource is managed as individuals under the ontology
described. To illustrate, consider a resource denominated geneontology in PDF docu-
ment format whose subject is genetics and that is related to a semantical content de-
scribed in OWL format. This resource is represented as an individual geneontology of
the concept PDF. The geneontclogy is related to contentgeneontology, which is an
mstance of Ontology, and with genetics which is an instance of Topic by using Aas-
Content and hasTopic properties,

4  Mapping ontology

The mapping ontology represents semantic correspondences, named mappings, be-
tween concepts of different sources and the bio-resources ontology (cf Figure 3).

hasDomEntity
. isDomEntityOf

@ngR@lell@ Gappinggntlﬁy
o hasRanEntity g
MappingProperty

isRlanEntity Gl

MappingAsiributa

MappingConcept

Fig. 3. Mapping oﬁtology.

The main concept is MappingRelation which is classified in Equivalence and Sub-
sumption. A MappingRelation is associated to the class MappingEntity by the proper-
ties hasDomEntity and hasRanEntity. A mapping is represented in SHIQ(D) lan-
guage as follows.

MappingRelation = 3 hasDomEntity. MappingEntity A
3 hasRanEntity MappingEntity

The mapping ontology is composed by instances of biological concepts, properties
and attributes which own at least one semantic correspondence with another entity of a
resource schema. SISELS allows 1o define three types of mappings as in [6]:

Equivalent mapping. Two concepts used by different resources are semanticaily
equivalent i.e., ConceptA = ConceptB, if an equivalent mapping 1s defined in the map-
ping ontology. For example, given the concept Cell, equivalent concepts in the bio-
resources are: Microorganism, Ectoplasm, Embryo, and Unit.

Sound mapping. A sound }}zapping establishes that individuals of a concept from the
ontology A are a subset of individuals in a concept of the ontology B {ConceptA ¢
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ConceptB). For example, given Fungl recovers all its existing specializations within the
bio-resources ontology: Chytrids, Zygomycetes, Ascomycots, and Basidiomycota.

Complete mapping. A complete mapping states that a concept of resource A is a su-
perset of a concept in resource B (ConceptA o ConceptB). For example, given the
concept Arachnid, a superiype selection at second level, includes concepts which are its
ancestors within the bio-resources ontology: Carnivorous, Arthropod, Chelicerata.

Queries are reformulated into subqueries for accessing information within different
resources. In order to achieve this task, SISELS uses mappings between the bio-
resources ontology and concepts used by resources. Given a query defined as a domain
ontology, SISELS proposes three types of selection of mappings: selection of equiva-
fent concepts, selection of subtypes at # levels and selection of supertypes at n levels.

5  View ontology

The view ontology represents concepts related to a problem according to a knowledge
domain. Each concept is associated to all resources which make reference to it (cf. Fig-

ure 5).
tiffe
/‘_m_\é descriphion -
Resoume e = Problem e - g-:f/‘fah\\
Q S avadsy L SDalnedBy @)

solves defines

Fig. 4. View ontology.

A view is a set of concepts which define the semantics of a biological problem and
is defined under SHIQ(D ) language as follows.

Problem = 3 isDefinedBy.Concept A
3 isSolvedBy.Resource A
=] tiz‘!e(St‘riﬂg) T A
=1 description(String)

The main concept in the view ontology is Problem which represents a biological
problem. Each problem is associated with at least one Concept using the property isDe-
finedBy. A concept defines the semantics of the problem and must belong to the
SISELS knowledge domain. Also, a Problem is associated to a set of instances of Re-
source for identifying those resources that provide content associated to the problem.
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6  Generating views in SISELS

Given a query that defines the requirements of a biologist using a set of concepts,
SISELS obtains an integrated view of resources. A view is specified as a query on the
bio-resources ontology. Recall that the view represents the semantical requirements of
a biologist.

Queries are expressed in terms of SISELS domain. For example, consider a biclogist
who wants to study the behavior of the antimiotic agent Vinorelbine in the treatment of
breast cancer. The biologist must specify to SISELS the semantic related to his prob-
lem through the definition of concepts like: Vinorelbine, Antimiotic_agent, Breast, and
Cancer,

Views generation in SISELS is done in four phases: analysis, reformulation, as-
signment, and generation. The rest of this section focuses on the description of each
phase.

6.1  Analysis

This task verifies if a query is well formed. A query is well formed if it is model of the
ontology: its concepts are either a class, a property or an attribute; concepts belong to
the SISELS domain, and if they verify the axioms and constraints associated to the bio-
resources ontology. This task executes a query by verifving whether each concept,
representing the semantics of a problem, is defined as an instance by the bto-resources
ontology.

6.2  Query rewriting

The objective of this phase is to prove whether a query can be rewritten with respect to
the concepts representing resources content. Hence, a query 1s rewritten by expressing
the concepts of the bio-resources ontology int terms of those used in the content of the
rescurces. This is done by selecting equivalent concepts, supertypes or subtypes for
each concept defined in the query over the mapping ontology using a reasoning service
[21]. For example, consider the term: Cancer. In the rewriting phase, the biologist iden-
tifies that Cancer is a synonym of Malignant_tumor and a specialization of Tumor. .

6.3 Resources filtering and assignment

From the lists of concepts retrieved by query rewriting, a biologist can filter the con-
cepts that define his/her query domain so that SISELS looks for all resources that col-
laborate to the solution of a problem. Resclection allows users to access a larger
amount of resources relevant to the solution of their problem.

Given a list of concepts defining the semantics of a query, a list of resources asso-
ciated to these concepts must be generated (assignment process). The resource list is
obtained by querying the bio-resources ontology. For example, suppose that we want to
identify the resources described by the concept Vinorelbine. In first mnstance, it is ne-
cessary to recover the contents of type Ontology which are related to the concept
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through the property isClassOf. Then, 1t is necessary to find the resources related to
each retrieved content by the property isContent()f. This way, we would recover a
Breast Cancer web page and a Vinorelbine document.

Retrieved resources are described partiaily or totally by the concepts of the query. A
hiologist can filter the resources relevant to the solution of his/her probiem.

6.4 (Gereration

After assignment, an integrated view with all the information required is generated. A
view is defined as an instance of the view ontology and is deseribed by the concepts of
a query and their derivates (Section 5.

In our example, the sysiem defines the problem over the breast cancer treatment
breast_cancer_treatment as an instance of the concept Problem. The semantic of the
problem is defined by expressing a relation between the problem and each query con-
cept Vinorelbine, BreastCancer and MalignantTumor through the property isDefined-
By. The solution of the problem is defined by expressing a relation between the prob-
tem and each relevant resource used by the biclogist through the property isSolvedBy.

7  Implementation and experimental validation

In order to validate our approach we conducted an implementation of 2 Biclogy virtual
laboratory oriented to biomedicine resources integration. Therefore we implemented
mechanisms to characterize, manipulate, and enrich the knowledge located in hetero-
geneous resources. The objective was to help researchers m the detection of new know-
ledge and resources with content related to problems.

The prototype was implemented with the JAVA platform version 1.5.0, which offers
libraries for implementation of graphical interfaces, generation of graphical trees and
handling of data structures. Metadata ontologies were built using Protége ontology edi-
tor that allows designing oatologies in OWL-DL language [11]. Query processing and
knowledge inferences are achieved using a Racer inference engine which uses a set of
mechanisms for querying, creating, and managing knowledge bases. Our ontologies are
visualized using the JUNG framework.

7.1 Resource subscription

Our gystemn allows to subscribe new resources into the system and to characterize them.
By using a graphical interface, a user specifies the URT of the resource, information re-
lated to its format and the URL of the ontology representing s semantic. Given these
data, the system creates a bio-resource as an instance of the class Resource in the bio-
resources ontology and relates it fo ifs semantical content. Content from a resource is
represented through the extraction of concepts, properties and atiributes defined in the
ontology associated to a resource.

The prototype implements a set of schemas representing the content of different
sources. The knowledge domain of the system is defined through existing bio-
ontologies: Cell ontology, Amino-Acid ontology, Fungal anatomy ontology, and Clini-
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cal ontology for breast cancer. The Cell ontology [13] is designed to identify an struc-
tured vocabulary to characterize different types of cells, and describe approximately
680 cell types related to Plantae, Fungi, Animal and Prokaryota. The Amino-acid on-
tology [12] represents the structure and properties of different types of amino-acids,
around 50 concepts. The Fungal anatomy ontology [9] defines a controlled vocabulary
to describe the anatomy of several fungi and other microorganisms and is composed by
approximatively 100 concepts. Additionally, we built a Breast cancer ontology charac-
terizing the existing types of cancer, their related symptoms, stages and their possible
treatments.

7.2 Explicit mapping constructor

Our prototype provides a graphical interface to the users with two lists of concepts,
attributes, and properties defined within the system. Based on these lists, a researcher
can specify a set of semantic correspondences between two entities specifying their
type (equivalence, subtype, supertype). The system generates each one of the specified
mappings as instances of MappingRelation, whose domain and range are defined by
the instances of the entities involved.

For example, a biologist can define the following mappings into the system: Vino-
relbine@Sourcel = Navelbine@Sourcel, Cancers@Source]l = MalignantTu-
mor@Source3, BreastCancer@Source3 — Cancers@Sourcel and Cancers @Sourcel
= MalignantTumor@Source3.

7.3 Query processing

Our prototype provides the list of biological concepts stored in the laboratory as a hie-
rarchical tree or a graph. From this list, the researcher selects the concepts representing
the semantics of a biological problem and the type of search required (subclass, super-
class, equivalence, predetermined). Consider a query @ defined by the concepts: Vino-
relbine, Breast and Cancer and the presence of three resources defined by the follow-
ing ontologies: Clinical ontology for breast cancer (Sourcel), Amino-Acid ontology
(Source?) and Breast Cancer ontology (Source3).

The prototype uses SISELS to verify the consistency of the query and to recover the
concepts related to the query based on existing mappings. By selecting or rejecting the
retrieved concepts, the user can redefine his/her query. In our example, the query can
be redefined by the concepts: Vinorelbine, Navelbine, BreastCancer and Malignant-
Tumor. Then, the system generates a bidimensional list, where each element is com-
posed by a biological concept and a set of resources. Our prototype counts with a vir-
tual interface that allows biologists to filter the resources retrieved by the system and
store his/her study case into the problem catalog. The problem catalog of our prototype
1s represented by an ontology implemented in the OWL language [11].
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7.4 Experimental validation

We validate our virtual laboratory through the construction and evaluation of a set of
queries composed by different number of concepts and requiring different kind of se-
lection (equivalence and subtype}. We analyze the efficiency of query processing in the
prototype according to the execution time, the number of concepts retrieved after re-
writing phase and the number of resources retrieved.

Tt is important to consider that the number of retrieved concepts after assignment
phase depends strictly on the number of mappings defined in the system. For this rea-
son, the queries used to evaluate the systems consider biological concepts defined as a
generalization of one o twenty concepts. Our knowledge base was composed by 750
biological terms.

Execution time Retrieved Concepts
39000 - 560
_ 25000 % 40D e
=
g w0080 — ¥ .
o 13800 € :
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. 2 100
5000 - = -
0 - 0. e
103 5 7 9 11 13 15 17 1F 33 1% 103 s 7 4 11 12 15 17 19 11 23
Number of concepts in Query Murm. concepts query

Fig. 5. Experimental results.

Figure Sa presents the execution time of query processing with respect to the analy-
sis and rewriting phases for a set of queries defined by a set of one to twenty concepts.
Figure 5b presents the number of retrieved concepts for the defined queries. The query
processing execution time of in our system is reasonable when the system retrieves
around 400 biological concepts. We use this result for estimating the execution time of
queries over a bigger knowledge. It is of course influenced by the number of concepts
in the query and the defined mappings among ontologies and it is polynomial. Finally,
we consider that biologists must conduct a quantitative evaluation. We are currently
working with Binlogy communities for validating SISELS.

8 Related Works

Centralized mediation systems like Carnot {8], SIMS [3], and TAMBIS [20] use a sin-
gie ontology to model real world entities and properties. Other centralized systems like
DWQ [7] and Picsel [16] use the hybrid ontology approach in order to achieve the re-
sources integration and a conjunctive query model.

Mediation distributed systems like Observer [18] and Somewhere [1] manage mul-
tiple ontologies to integrate distributed resources. Peers are represented through an on-
tology which describes the content of a sct of resources. Queries are expressed in terms
of the ontology describing the node where it belongs and are executed locally in the
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peer to retrieve data from its underlying resources. It is necessary to define the seman-
tic correspondences between nodes for retrieving data and information stored in other
nedes.

SISELS incorporates the exploitation and structural and semantical integration of re-
sources through the use of a global schema. Inspired on description logics based know-
ledge representation, we express information associated to resources and queries using
description logics.

9 Conciusions

SISELS is a mediation system that integrates resources (documents, applications and
data bases). This system provides scientists transparent access to distributed informa-
tion satisfying their requirements to study specific problems. As a result of structural
and semantical characterization of resources, SISELS offers tools for classifying and
semantically integrating resources to exploit biological information. SISELS maintains
a knowledge representation of resources that describes their content structurally and
semantically.

The knowledge domain in SISELS is defined by a set of biological concepts defined
by experts and is enriched when a new resource is added, new knowledge is generated
or a new problem is defined. Once the knowledge domain is defined, it is necessary to
establish a relation between concepts through mappings. SISELS proposes techniques
for query processing techniques bases on views. These views adapt to the requirements
of a group of experts in order to study a Biology problem. Based on views, SISELS
provides transparent access to biological resources and promotes information sharing
between communities.

Futire work relays on the definition of strategies and knowledge rules for view
management and query processing by using inference mechanisms. This would reduce
the computational cost related to the management of large amounts of data. We are cur-
rently defining techniques to prove the consistency of biological terms. This can be
achieved through the construction of 2 knowledge base that contains a set of rules de-
scribing the principles of Biology. Finally, it is important to consider that reasoning is
computational expensive especially when we deal with vast amounts of information.
For this reason, it would be interesting to explore possible optimization strategies to re-
duce these computational costs.

Perspectives related to the implementation of our prototype include to stabilize and
to validate the virtual laboratory with research groups in the biclogical area. It is neces-
sary to formalize strategies for view management in order to satisfy m an optimal way
the requirements of a group of experts and to define existing relations between different
views. Consequently, we could use SISELS to define applications in other scientific
areas like astronomy. We are currently collaborating in e-Grov project to give access to
astronomical resources.
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Abstract. A cascaded controller for an anaerobic digester is presented. The upper-
level controller is a Fuzzy Gain Scheduling of PI controller (FGS-PI) and the lower-
level controller is a PI controller. The inner loop controller feeds the reactor pH
back to the mfluent flow rate, and the outer loop controller measures the biogas
flow rate and adjusts the pH set point. Simulation results of the proposed scheme
show good performance during start-up operatior of an anaerobic digester and also
during rejection of disturbances. A compatison between FGS-PI controller and a
Fuzzy Logic PI type controller is presented.

1 Introduction

The Anaerobic digestion processes are gaining an increasing interest in industrial
waste treatments because of several advantages over other processes. The anaerobic di-
gestion can reduce the influent Chemical Oxygen Demand (COD) producing valuable
energy {(a mixture of methane and carbon dioxide) and low sludge vield [1,4,91. How-
ever, the interdependence of the different microbial groups involved in the degrada-
tion of organic matter may easily unstabilize the process and difficult the mathematical
modeling of the anaerobic digestion [2,3,6,71.

In order to avoid the instability of anaerobic digestion processes, several techniques
using monitoring and control has been used. The most widely used controller in in-
dustrial applications are PID-type controllers because of their simple structure
and good performances in a wide range of operating conditions. But, these PID con-
trolters can not always effectively control systems with strong nonlinearities. In recent
years, fuzzy logic control (FLC) techniques have been applied to the control of anaero-
bic digesters [3,4,8,10]. However, the application of FLC has faced sorne disadvan-
tages during hardware and software implementation due to its high computational bur-
den. In order to overcome the disadvantages of PID controllers and FLC, a Fuzzy Gain
Scheduling of PID controllers has been developed [13].
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In this paper a cascaded controf estrategy for an Upflow Anaerobic Sludge Blanket
(UASB) digester is presented. The upper-level controller is a Fuzzy Gain Scheduting of
PI controiler {FGS-PI), and the lower-fevel controller is a PI controller. The goal 15 to
achieve a good biogas production maintaining a stable process operation despite sig-
nificant variations in the influent characteristics. The process and the control strategy
has been simulated and tested in SIMULINK of MATLAB™.

2 Description of the process

Anaerobic digestion comprises basically two steps. In the first step, organic com-
pounds are fermented into volatile fatty acids (VFA) and COz by a group of acidogenic
bacteria. In a second step, VFA are converted into CHs and CO:2 by a group of
methanogenic bacteria. In order to design a cascaded controller for an UASB digester,
a mathematical modeling of the process is necessary. The objective of the model is to
simulate the process evolution and control the biogas production and pH.

in this paper, the control system was evaluated on a model of anaerobic digestion.
Implementation depends on whether the liquid phase physico-chemical processes are
implemented as kinetic rate equations. The mass balance for each state component in
the liquid phase is as shown in Equation 1:

dS’“J’ = ToSing _ Siniou Z oV M
FTRS
dt Vl‘iq Vfiq j=1-19

where the term Z PV is the sum of the kinetic rates for process j multiplied by V; ;
j=i-19

(2]. The model was developed using SIMULINK of MATLAB™. The simulated

equipment was a 1.4 liters UASB digester with regulated temperature at 35C. Syn-

thetic wastewater with variable substrate concentration from 10 to 20 gCOD/L, was as-

sumed.

3  Control structure

The conirol system depicted in Fig. 1 is a cascaded control. The Upper-level control-
fer is a Fuzzy Gain Scheduling of PI Controller (FGS-PI) and the Lower-level control-
ler is a PI controller. The inner loop controller feeds the reactor pH back to the influent
flow tate Q. The outer loop controller measures the biogas flow rate Qgs and adjusts
the pH setpoint.
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PHgetpoint
Glgas

UASB

B P
Digester

Fig. 1. Cascaded controller for an UASB digester. The upper level controller is a Fuzzy Gain
Scheduling of P1 contrller (FGS-PI), and the lower level controller is a PI controller.

3.1 Fuozzy Gain Scheduling of PI Contreller (FGS-PI)

Fuzzy Gain Scheduling of PI Controller (FGS-PI) is a technique where PI controlier
parameters (k, and k; gains) are tuned during control of the system in a predefined way
[13,14]. The structure of the control system is illustrated in Fig. 2. The fuzzy adapter
adjusts the PI parameters to operating conditions, in this case based on the error and its
first time derivative, during process control.

“t1Fuzzy Gain

9ot Seheduling
gt

frput eft) =] Qutput
—3 Process >
Coditrotler
4

Fig. 2. Fuzzy Gain Scheduling of PI Controller.

3.2 Description of the Fuzzy Gain Scheduling of PI Controller

The parameters of the PI controller used in the direct chain, k, and k;, are normalized
into the range between zero and one by using the following linear transformations [14]:

K,p = (kp - kp min) / (kp max - Hp miﬂJ ()

K= (kr' — ki mind 7 (i s — K prin) {3)

The inputs of the fuzzy adapter are the error (¢) and the first time derivative of the error
{ Ae), normalized using a predefined maxirmmum error and a maxinmwum first time deriva-
tive. The outputs are the normalized vatue of the proportional action (k) and of the in-
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tegral action (k). The parameters &, and k', are determined by a set of fuzzy rules of
the form:

Ifeis A;and Aeis Bithen k', is Ciand k718 D; (4)

wherte A;, B, C; and D; are fuzzy sets on corresponding supporting sets. The member-
ship functions for the inputs e and Ae are defined in the range {-1, 1], see figure 3(a),
and for the outputs are defined in the range [0, 1], see figure 3(b). The fuzzy subsets of
the input variables are defined as follows: NL: Negative Large, NM: Negative Me-
dium, NS: Negative Small, Z: Zero, PS: Positive Small, PM: Positive Medium, PL:
Positive Large. The fuzzy subsets of the output variables are defined as: L: Large, S
Small.

ML MM NS Z PS PM  PL 5 L
10 A 1.0
- &
<] Fe.
S 0B % o5
L <
= =
0.0 / ' 0.0 I
4.0 068 0.3% 0.0 033 086 1.0 40 066 083 00 033 068 10
e orAg n of K
kp kE
{(a) (b)

Fig. 3. (a) Membership functions for the inputs () and {Ae). (b) Membersl}ip_-ﬁmctions for the
outpuis k7, and &7

The fuzzy rules in (4) are extracted from operator’s expertise. The tuning rules for £,
and k’; are given in Tables 1 and 2 respeciively.

Tabie 1. Fuzzy rules base for computing k.

e INLINMINS! Z PS| PM | PL
Ae

NL L L L L L L L
NM | S 1. L L L L 8
NS | 8§ S L | L | L ] S
4 S S S| LS 3 S
PS | S S L | L | L S S
PM S L L 1. L L g
PL | L | L L i L L L L

By using the membership functions shown in Fig. 3, we satisfy the following condi-
tion:

m _ (S)
i=1 #; =1
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Table 2. Fuzzy rules base for computing k.

EINLI{NMiINS! Z PS| PM | PL
Ae
NL. | L L L L 1. L L
NM | L S S S S S L
NS L L S 5 S L L
Z L I L S L L L
PS L L S S S L L
PM | L S S S 5 S L
PL L L L L L L L
The defuzzification rule is chosen as:
C_NT | 6)
k P Zi:l 'uik P
A (7)
k'.= I-xl/uik‘i,i

where k', ; is the value of k', corresponding to the grade 4 for the i, rule. K ; is simi-
larly defined. Once the values of &7, and £’ are obtained, the new parameters of the PI
controller are calculated by the following eguations:

kp = (kp max = kp min)k’p + kp iR (8)

k= (K e — K ¥ Kt i )]

3.2 Description of the Fuzzy Logic PI type controller

The Fuzzy Logic PI type controller is essentiafly a low pass filter which attcnuates high
frequency signals, it is commonly used to design a robust controller for ensuring sup-
pression of disturbances. In Fuzzy PI type controller (Fig. 4), which is the fuzzy
equivalent of the conventional PI controller, its nonlinear mapping between the control
rules and the fuzzy reasoning can be represented as a funcion of the error e and the first
time derivative of the error Ae as follows:

Au = FLC(e, Ae) (10)

where Aw is the first time derivative of the output control action. A can be ex-
pressed approximately as follows:

Au(r) _ Ae(r) N e(t) (11)

SAu SAe  Se

where -Se<e(f)<Se, -SAe<Ae(t)<SAe, -SAu<Au(t)<SAu .
or

u(t)=kye(t)+KJe(t)dr (12)
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tegral action (k). The parameters &', and &', are determined by a set of fuzzy rules of
the form:

Ifeis A;and AeisB;then k' is Ciand £ 1s Dy 4

where A, B, C; and D; are fuzzy sets on corresponding supporting sets. The member-
ship functions for the inputs e and Ae are defined in the range [-1, 1], see figure 3(a),
and for the outputs are defined in the range [0, 11, see figure 3(b). The fuzzy subsets of
the input variables are defined as follows: NL: Negative Large, NM: Negative Me-
dium, NS: Negative Small, Z: Zero, PS: Positive Small, PM: Positive Medium, PL:
Positive Large. The fuzzy subsets of the output variables are defined as: L: Large, 5:
Small.

{13
aF
<
b
o 05
[
=3
0.¢ ; .
1.0 -0.66 038 00 033 068 1O 4.0 -0.66 -0.33 0.0 033 068 1.0
2 of AS k., © :
P rk
(a) (b)

Fig. 3. (a) Membership functions for the inputs (¢) and (Ae). (b) Membership functions for the
outputs k', and &7,

The fuzzy rules in (4) are extracted from operator’s expertise. The tuning ruies for &°,
and k', are given in Tables I and 2 respectively.

Table 1. Fuzzy rules base for computing k.

e INLINM|NS| Z |PS| PM | PL
Ae

NL L L L L I L L
NM | S L L L L L S
NS | S S L | L | L ) S
Z 8 S S 1L | S S S
Ps S S LiL | L S S
PM | S L L L L L S
PL L L L L L L L

By using the membership functions shown in Fig. 3, we satisty the following condi-
fion:

i _ (5)
i i =1
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The mode! and the experimentation allowed the rule table to be built up (Mamdani,
1975) [11]. The fuzzy rules are given in Table 3. In order to convert the fuzzy informa-
tion into a mumerical value to be applied to the process, the center of gravity method
was used.

Table 3. Fuzzy rules base for computing Au.

NL NJZ|P PL
e
Ae :
NL |NL {NM|NS| Z PS
NMINM|NS| Z|PS| PM
NS NS| Z PS|PM | PL

3.3 Description of the PI controlier

The conventional PI controller for the proposed lower-level controller was designed
with Ziegler-Nichols tuning formulas. In order to apply the Ziegler-Nichols tuning
formulas based on frequency response [12], there are only two parameters which are
necessary: the critical gain Kc, and the critical period Tc. To determine them, a delay is
introduced in the control closed-loop, to force the system oscillates in a controlled limit
cycle [5]. The tool box SIMULINK of MATLAB™ was used to obtain K¢ and
Te. With those values, the proportional gain Kp and integral gain K; were calculated.

4 Results

In order to test the ability of the developed control scheme to handle start-up condi-
tion, we apply the proposed scheme to the control of start-up operation of UASB di-
gester.  Fig. 7 shows a biogas flow rate comparison between the start-up period of the
FGS-PIcontroller and FLC-PI controller, each one operating in the proposed cascaded
controller of an UASB digester at constant influent subsirate equal to 3 gCOD/L and
Qgas_setpoint = I Lgas/d. The settling time is 17 hours with the FGS-PI controtler and
25 hours for the FLC-PL. For the same conditions, a comparison of the influent flow
rate (i.e. the control action) between FGS-PI controller and FLC controller is presented
i Fig. 8. When the influent flow rate ((Qin) is increased at time=10.5h, for the control
action of the FGS-PI controller, the pH decreases from 7 to 6.9 (Fig. 9), due to the in-
creased Organic Load Rate (OLR) but, at time=15h, the pH increases up te 6.92 for the
control action of the lower level controller. On the other hand, when the influent flow
rate (Qin) is increased at time=13h {Fig. 8), for the control action of the FL.C-PI con-
troller, the pH decreases from 7 to 6.9, following the pH_setpoint.
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Fig. 7. Simulation of the biogas flow rate (Qgas) during a start-up procedure at constant influent
substrate at 3 gCODVL and Qgas_setpoint=1Lgas/d, with FGS-PI controller {solid line) or FLC-
PI controller (dotted line), cach one operating in the developed cascaded controller.

Infiuent How rate Qin (L)

Timath)

Fig. &, Simulation of the influent flow rate ((Jin) during a start-up procedure at constant influent
substrate at 3 gCOD/L and Qgas_setpoint=1Lgas/d, with FGS-PL controller (ofid fine} or FLC-
PI controller (dotted line), each one operating in the developed cascaded controller.
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Fig. 9. Simulation of the behavior of pH during a start-up procedure at constant influent substrate
at 3 gCOD/L and Qgas_setpoint=1Lgas/d, with FGS-PI controller (solid line) or FLC-PI control-
ler {dotred line), each one operating in the developed cascaded controller.

Tn order to test the characteristics of the developed cascade controller, different dis-
turbances are applied to the influent COD substrate concentration. The influeat COD
was increased by 33%, from 3 to 4 gCOD/L, at time=40h, with Qgas_setpoint = 1
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Lgas/d. Fig. 10 shows a comparison of biogas flow rate between the FGS-PI controller
and FLC-PI controller, at the same conditions. The FGS-PI controller rejects the dis-
turbance more rapidly than the FLC-PI controller. To compare the performance of both
controllers, the criterion of Integral Square Error (IAE), from 35 to 60 hours, was used.
The obtained value when using the FGS-PI controller is IAE = 58950 versus 62280
when using the FLC-PI controller.

=
L)

=
i
T

Biagas fiow rate Qgas (Lgas/d)

1.0
o8l . !
35 40 45 50 55 &0
Time (h)

Fig. 10. Simulation of the biogas flow rate ((Qgas) under influent COD variation from 3 gCOD/L
to 4gCOD/L, at Qgas_setpoint=1Lgas/d, with FGS-PI controller (solid line) or FLC-PI controller
{dotted line), each one operating in the developed cascaded controller.

4 Conclusion and directions for further research

A Fuzzy Gain Scheduling of PI (FGS-PI) controller operating in a cascaded control-
ler was designed and simulated to operate an UASB digester. Good control perform-
ances were achieved during the start-up operations and during rejection of distur-
bances. The FGS-PT controller starts-up the process and rejects disturabances more
rapidly than FLC-PI controller. A comparison between the developed FGS-PI control-
ler and a Fuzzy Logic PI type (FLC-PI) controller was presented.

Through simulation we have shown the ability of the developed control scheme to
handle start-up condition of an UASB digester at constant influent substrate equal to 3
gCOD/L and Qgas_setpoint = 1 Lgas/d (Fig. 7). The FGS-PI controller had a better
performance than the FLC-PI controller, because the settling time using the FGS-PI
controller was 17 hours against 25 hours using the FLC-PT controller. However, the
fact that the influent flow rate (Qin) grow faster when using the FGS-PI controller (Fig.
8), at time 10 hours, causes the pH reaches a lower value compared with the FLC-PI
controller (Fig. 9}, at time 12.5 hours, due to increased of the organic load rate.

Moreover, we have shown the performance of FGS-PI controller versus FLC-PI
controller (Fig. 10), under influent COD variation from 3 gCOD/L to 4gCOD/L, at
Qgas_setpoint=1Lgas/d. We have compared the performance of both controflers using
the criterion of integral absolute error (IAE), from 35 to 60 hours. The FGS-PI control-
ter had a better performance than the FLC-PI controller, because its IAE=58950 was
lower than the IAE=62280 for the other controller.

Nowadays, we are working on the physical verification of the simulations presented
in this paper.
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Abstract. Various types of vestibular prosthesis prototypes have been devel-
oped as an aid for treatment of equilibfium disturbances. One of the primary
tasks for improving these prosthetic devices is the development of ouiput
stimulating impulses that may resemble the natural response of the vestibular
system. In this work, a mathematical model of the information output from the
gravito-inertial mechanoreceptor of the vestibular apparatus is presented. For
this, we have considered five compartments: mechano-electrical transduction,
adaptation of transduction, hair-cell ionic current, synaptic transmission, and
afferent neuron discharge. The numerical parameters of the model were ob-
tained from experiments that were done in the inner ear of the rat. The results
of the numerical analysis of the model showed that the mathematical modelling
may be used to construct an encoder system for the artificial sensors {micro-
accelerometer) contributing to the development of a reliable vestibular prosthe-
§is prototype.

1 Imtroduction

The vestibular system, as well as other sensory organs. is a complex structure in
which optimization of incident energy to impinge and stimulate specific sensory cells
takes place. In the vestibule, the semicircular canals and the otolithic organs allow the
perception of the influence of gravity and of inertial forces produced by changes of
the head position to provide information used to stabilize the gaze and the posture.

Receptor hair cells of the vestibular system convert the energy of a mechanical
stimulus and transmit information about it to the first afferent nevrons and then to the
central nervous system. The functional scheme of the vestibular mechanoreceptor is

©E. V. Cuevas, M. A. Perez, . Zaldivar, H. Sossa, R. Rojas (Eds.)
Special Issue in Flectronics and Biomedical Informatics,

Computer Science and Informatics
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shown in Figure 1. Displacement of the sensory hair bundle activates the transduction
process that originates a transducer ionic current. This leads to potential change in the
cell membrane that activates various voltage- dependent ionic channels in the hair
cell. This series of events finaily produces a voitage- dependent activation of calcium
channels, and the subsequent activation of the neurotransmitter release machinery
leading to synaptic activation of the afferent neurons in the vestibular nerve. The
primary afferent neurous integrate the activity from various synaptic sources and
accordingly generate a series of action potentials. These afferent impulses are the
output from the vestibular mechanoreceptor. In the scheme (Figure 2) two levels of
conirol are taken inio account: intrinsic based on the mechanism of adaptation of the
transducer current and extrinsic based on the operation of the efferent innervation.

Tn this work, we present a compartmental model of the vestibular mechanorecep-
tor in ‘which we have considered five compartments: mechano-electrical transduction,
adaptation of the transduction mechanism, hair cell ionic currents, synaptic fransmis-
sion, and afferent neuron discharge. In relation to the control mechanism, we only
considered the adaptation of the transducer mechanism. In this paper we coasider the
union of the mathematical models that were presented earlier as a gravito-inertial
mechanoreceptor mathematical model.

2 Mathematical Model

Let us examine the extreme situation: initial stage of the uncontrolled fall of a man in
the sagital plane (during 100 ms), when there is still a possibility of the vertical pose
stabilization. As shown [2], the greatest reaction of hair cells to the mechanical
stimulus, which leads to the fall, cccurs for the cells situated along the axis of the
sensitivity of the macula of sacculus, orthogonal at the local vertical line at the initial
moment of the fall (Fig. 1).

The saccujus, just as the utriculus, is a multi-dimensional accelerometer that makes
it possible to obtain information about the apparent acceleration of the otolith mem-
brane from many directions of seasitivity. Only one of these directions interests us, as
mentioned above. In connection with this, we will not consider the mathematical
model of the dynamics of the whole otolith membrane on the plane that is paraliel to
the plane of the macula, and the response to this stimulus of many hair cells and pri-
mary afferent neurons, but only the dynamics along the axis of sensitivity that was
determined above. Hair cells Iocated along the considered axis of sensitivity (Fig. 1),
in which the positive direction coincides with the direction of the forward fall (they
are located before the stricla — reversal Hine), and the hair cells in which the positive
direction coincides with the direction of the backward fall (they are located after the
striola), we will consider the reactions of two hair cells with opposite polarity. We
have designated the hair cell altogether with the primary afferent neuron as vestibular
mechanoreceptor.

The term “gravito-inertial mechanoreceptor” for the stabilization of the vertical
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Fig. 1. Functional polarity of the sacculus hair cells. The striola is designated by the dotted
line. Arrows represent the direction of maximal sensitivity for hair cells (Spoendlin H.H. In:
Wolfson R.J.,ed. The vestibular system and its diseases. Philadelphia, 1966, University of
Pennsylvania Press)

position will be used to name the set of the three mathematical models: the first of
them describes the dynamics of the displacement (x,) [3] of the otolith membrane
along the axis of sensitivity that is being considered, and the other two models de-
scribe the response of the mechanoreceptors of the opposite directions sensitivity
{(x=2 x,) of the otolith membrane (Fig. 2).

In sections 2.1 and 2.2 the basic model consisting of the “Current dynamics in hair
cells” and “Afferent neuron dynamics” are presented. In section 2.3 these two blocks
are connected by the “Synaptic wansmission” block. Alse described are the input of
the “Mechanoelectrical transduction” and the “Transducer adaptation” to prolonged
mechanical stimulus,

=+ Dynamics . Activity :
*=Ix Wechano- Wflh . Vi Synaptic Isyrz| of the viE
=¥ elecirc " ;I ¥ Transmission B Primary
Transduction e Newron
membrane
Transducer J
adaptation

Fig. 2. Scheme of the vestibular mechanoreceptor compartments considered in the model.

2.1 Current dynamics in hair cells

The model is based on the Hodgkin-Huxley equations. This is a simplified model,
assuming that the dynamics of a hair cell may be described using a single total ionic
current I {1], where Iris the sum of the principal currents of the hair cells. The model
is sumimnarized in (1),
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Cd}r/I

m g ~I -1, Iy = gt (o ), = Ep), I =gohhs

=1,

,,

dm
() & =g (V) —m,
dh
7, (7)) dl,l:%hsr(V;)"h’: 0y

dh:
7,.(7) di =g g (V) —h2,

Here Iy is the total ionic current; m is the parameter that specifies the current acti-
vation process; / is the parameter that specifies the current inactivation process; gris
the maximum conductance: [; is the leakage current; and Zooy, 18, under natural condi-
tions, the current flowing into a hair cell through the transduction channels (I, = -
I7), or in the experiments, the command current. The inactivation parameter i has
two constituents (h=Fh;+h,) corresponding to the potassium channels with fast and
slow inactivation time constants. Functional parameters are shown in table 1, where
Wi Moins Tine Tipaxs Vaes Voo Vi Sac S and 5y are coefficients of sigmoidal fitting
curves that containing this functional parameters; ki, kiz, baz by, are coefficients of
approximation for the fast and slow inactivation time constants.

Table L. Functional parameters of the model used in (1)

Name Functional Form Name Functional Form

- i- - =k,V +5
Steady-state Acti e () =1 + 1= Fast TN =Kyl iy

vation . -~ -¥y| Inactivation

T s~ Time Constant
Activation Time | (VY= 4 tmn T Slow T (V) =k +b,
Constant me e Lol T Inactivation

' P . Time Constani
Steady-stcflte g V) = ho + - ﬁVm;n —
Inactivation |+ o {4; v, }

i

Table 2. Hair cell numerical parameters.

Parameter  Semicircular  Parameter Semicircular  Parameter Semicircular

Canal . Canal Canal
Cout 11.26 pF S, 15.68 mV Vi -9.82 mV
g 23208 Ve -25.36 mV Sh 21.96 mV
gr 77.84 n§ See 15.06 mV Fin 0.73
Er -79 mV Wi 0.37 ¥ 3
Icom 0 pA k[u 0.82 ms/mV g1 1/2
Fnax 77.58 ms ki 1.26 ms/mV g2 172
Toin 6.55 ms by 55.86 ms

V. 5223 mV b 282.38 ms
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The numerical parameters of the model were obtained from experimental voltage-
clamp recordings of the isolated hair cells from the semicircular canal of the rat {5,6]
(Table 2).

Voltage (mV)

0 20 40 60 80 100

Time (ms)

Fig. 3. Voltage response trajectories obtained for [, = 0. These traces were obtained for
different initial conditions taken for system (1) (I} V, = -57.67 mV, m = 0.0041, = 0.9,
hy=0.1; (2) Vo= -52 mV, m = 0.240, hy= 0.8, hy = 0.2; (3) Vy= -57.67 mV, m = 0.340, h,=
0.8, hy=0.2; (4) Vy=-57.67mV, m = 0440, hy= 0.8, h, = 0.2

In figure 3, there are the voltage response trajectories obtained for I,,.=0. The
model predicted a resting potential of -57 mV obtained with the values in table 1. The
dynamics of the hair cell membrane potential, obtained with the use of the mathe-
matical model shown in (1), gqualitatively coincides with the results of the physiologi-
cal experiments (Fig. 4).

Fig. 4. Traces showing a typical voltage response of a hair cell obtained from the rat’s
semicircular canals subjected to current pulse injection (from -0.1 to 0.5 nA} (the dotted line
shows the zero voltage)
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2.2 Afferent neuron dynamics

In describing the activity of the primary afferent bipolar neuron, a Hodgkin-Huxley-
type model was also used. The parameters were calculated using experimental results
obtained from cultured vestibular afferent neurons of the rat [7,8]. The use of rat
parameters in this model is the first modification with respect to the original Heodg-
kin-Huxley model. Other two modifications were about the time constants: an inacti-
vation parameter for outward current “Ag” other is a modification in the mathematical
model original of Hodgkin-Huxley where & + n =0.8, here we have next modification
B+ r=CiV,), C (V) is an experimental results. The right part of this equality has a
constant value for each V,. In addition, our model have a complex description for
potassium current f, = g™ u'k (¥, ~¥,)- Based on these modifications and assuming

that 5, = ¥ and 75, = consitant an intersection of two isoclines as an unstable point of
repose was found. Therefore, a limit cycle and the correspondent auto-oscillations
were also found.

1.0

| dn/dt=0
0.8
0.6

0.4 4

Probability (n)

0.2 dVp /dt =0

.0

-80 -80 -40 20 0 20 40
voltage (mV)

Fig. 5. Isoclines of the simplified and of the modified Hodgkin-Huxley model

The modified and simplified Hodgkin-Huxley model (see above) for the action
potential generation takes the form as shown in [4].

C,,,zﬁ:fm.,.(m—g;, =V, = gum SV, OV =)V, Vi) = g n b (Vy ~ V)
dn :
7, (V) i =n, {V,}-n _ #3}
:
T (V) ;f* =h, (V)= h,(Vy)

max

max max
The coefficients £ , £x | &:  belong to confidence intervals in accordance
with the experimental results. Table 4 present their values which correspond to the
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greatest interval between two points (I, I3) of the bifurcation of Hopf [9]. These
points indicate the appearance and disappearance of the auto-oscillations.

Table 3. Parameters of the modet for vestibular afferent neurons (2)

Activation stable state gy,
m (V)= !

AT,
T 52

1+exp( 3

Inactivation stable state gy,

1
b (V2) = ¥, + 60 5]
i

]+exp{ )

Activation stable state gy

1
"“%W
I+exp T

Inactivation time constant gy,

1
T (V) =

30+ F,
.01+ cxp(Tg *;SVZ J + exp [7;;]

+0.5

Activation time constant gg

Inactivation stable state gy

68 0.96408 - (.7320
V)= Pt (V) = +0.7329
W)= 3047, xa (2) v, +33.87968
exp| = |+ exp = i+exp e
-15 20 10.24986
Inactivation time constant g
7, F)= 1250 +500

o [;5+V2_J+ex [25+V2
LTI R BT

Table 4. Numerical parameters of the model (2).

Constants Units Chosen Value Constants Units Chosen Value
Crz WF/em® 1 o mS/cm’ 2.3
Vi mV 52 g mS/cm’ 2.4
Vi mV -84 g™ m$/cm’ 0.03
A mV -63 Leom uAfem® 1to 150

The amplitude of the auto-oscillations depends on the value of I, (where f_,,= -
Iy}, The first point of bifurcation 7; = 0.6 yA/cmg, the second point of bifurcation of
Hopf I, = 165.3 pA/em’.

2.3  Synaptic transmission, mechano-electrical transduction and transducer
adaptation

Data from experimental studies of synaptic transmission in the bullfrog inner ear [10]
were used for the association of the blocks that describe the dynamics of ionic cur-
rents in the hair cell and in the primary afferent neuron (Fig 2). The curve shown in
figure 6 shows the relationship between the voltage in the hair cell (V, in model 1)
and the synaptic current in the afferent neuron {Iyn equivalent to I ;). The maximum
synaptic current was hypothesized to be equivalent to 40 pAfem>.

Let us add, to the chain of three blocks just described, an input block for the me-
chano-electrical transduction mechanism [1], and the mechanism of the hair cell
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transducer adaptation to the prolonged mechanical stimuli. The mathematical maodel
of these two mechanisms is represented in the form of equation (3).

The adaptation mechanism is given by {4]. Where s is the adaptation parameter; z
is a time constant; & is a gain constant; Iy, is the transduction current; /¢ is the trans-
duction current in stationary state; p{x.s) is the probability of the opening of the canal;
x is the displacement of a hair bundle.

Tad‘s-‘ +§5= k([Ti' —ITT’U); IT)' = gTr (x" S)(I/l - ETr); g]"r = E}'}‘p(x’s);
I .
X+s—% |
L+ Exp| -5 -2
p( Sy }
5, =02 um; k=003 L, =-144pA; x,=03pm; E, =0

g, =14nS; 1,=100ms; plx,s)= (3)

Using this systern, a mathematical model of the vestibular mechanoreceptor infor-
mation output was obtained. It consists of equations {1), (2), (3), tables 1, 2, 3, 4 and
the graph in Figure 6.

&

g 40

<

=

>

2

T 20

o

§ e experimental data
o 10 fiting
ol

2

< 1]

93]

60 -50 -40 -30 -20 -10 O
VoltageVe (my)

Fig. 6. Relationship between the membrane voltage in the hair cell and the synaptic
current in the afferent neuron. Continuous line represent the best fit to the experi-
mental data [10].

3 Numerical Results

After the association of all blocks of the model and the analysis of the dynamics of
ion currents in the hair cell and in primary afferent neuron, the numerical parameters
were selected on the basis of physiological experiments (tables 1, 2, 3 and 4). The
results of the calculations for the initial stage of the fall are shown in Fig 7 (the incli-
nation forward to 30 degrees-Figure 7A-). Development of membrane potential V; of
hair cell as a result of the mechanism of adaptation acting against the background of
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the mechanical stimulus are shown in Figure 7 B. Finally we have a secondary infor-
mation in the form of afferent impulses of the primary neuron with frequencies vary-
ing from 20 Hz to 40 Hz.

[

Voltage vq (mV} W

50 100 150 200 250 300
Time{ms)

O

Vollage Y, (mV)
L N
o Q o O o

&
=1

0 50 100 150 200 250 300
Time(ms)

Fig. 7. The process of the information output from the vestibular mechanoreceptor. In A,
mechanical stimulus displaces a hair cell bundle. Stimulus is absent during the first 100 ms
(stationary situation of rest); in the course of the following 200 ms the hair bundle is displaced
1 um. In B, the voltage response of the hair cell reflects the activation of the ransducer adapta-
tion mechanism. In C, the output of the model in the form of action potentidls in the primary

afferent neuron.

4 Conclusion

The numerical results indicate that the mathematical model of information processing
in the gravito-inertial mechanoreceptor resembles the activity of the natural sensor as
studied experimentally.

In the development of vestibular prosthetic devices a transfer function derived
from the recordings in the monkey inner ear [11] has been used to convert the analog
output of the device to a pulse train useful to stimulate the afferent nerve. We propose
that the use of more realistic models based on the physiological knowledge and using
parameters from animal experiments, will endow prosthetic devices with greater
coding capabilities than those of devices using simpler transfer functions.
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QOur results demonstrate that the development of an integrated mathematical model
of the function of vestibular endorgans is feasible and that it will resemble vestibular
system coding capabilities.

It is concluded that the proposed mathematical mode! may be used to construct an
encoder system for artificial sensors (eg: microaccelerometer and MICIogyroscope)
coniributing to the development of a reliable vestibular prosthesis prototype.
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