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Preface

Computer engineering is one of the most rewarding areas of computer science and it has
one of the most extraordinary advance of the last decades. In this occasion they have been
included in this volume of the Research in Computing Science magazine the contributions
of specialists in areas such as: digital signal processing, image processing, digital systems
design and computer architecture, disciplines that have a high impact in the present
technology.

The selection process has been very rigorous in such a way that only the best articles of
the many sent by researchers of several parts of the world have been accepted,
guaranteeing that the content is of the highest quality.

We wished to sincerely express acknowledge to all those people who contributed of some
form in the accomplishment of this magazine. We are specially in debt with all the
authors, reviewers and scientific committee by its extraordinary work and the advice
offered with the only aim to obtain the best product. Thanks also to the National
Polytechnic Institute for all the offered facilities to be able to reach the primary objective:
this special number of this magazine that we believe is of much importance for the
academic and scientific community of any part of the world.

November, 2007 Amadeo Argiielle Cruz
i José Luis Oropeza Rodriguez
Oscar Camacho Nieto
Osvaldo Espinosa Sosa



Scientific Committee

Abel Herrera Camacho
Adrian Cristal

Alex V. Veidenbaum
Christine Senac

Eduardo Sénchez Soto

Eva Maria Navarro Lépez
Francisco Jestis Sanchez
Héctor Pérez Meana

Ildar Batyrshin

Israel Mazaira Morales

J. M. Martins Ferreira
Joaquin Danilo Pina Amargés
John Goddard Close

Julien Pinquier

Marco R. De Alba
Maria E. Hernandez Huici
Mateo Valero

Oscar Ivan Lepe Aldama
Pedro Marcuello
Roberto Rodriguez Morales

UNAM, MEXICO

Universitat Politécnica de Catalunya (UPC),
Barcelona, SPAIN

University of California, USA

Institut de Recherche en Informatique de Toulouse,
FRANCE

Institut de Recherche en Informatique de Toulouse,
FRANCE

Universidad de Castilla la Mancha, SPAIN

Intel, SPAIN

ESIME CUL IPN, MEXICO )

Instituto Mexicano del Petréleo, MEXICO.
Universidad do Estado do Amazonas, BRASIL
Universidad do Porto, PORTUGAL

CUJAE, CUBA

UAM IZTAPALAPA, MEXICO

Institut de Recherche en Informatique de Toulouse,
FRANCE

Intel, MEXICO

Universidad Central de las Villas, CUBA
Universitat Politécnica de Catalunya (UPC),
Barcelona, SPAIN .
Universidad Auténoma de Baja California, MEXICO
Intel, SPAIN
Instituto de Cibernética Matematicas y Fisica, CUBA



Table of Contents

Digit recognition using Continuous Density Hidden Markov
Models for different speakers

Using Recursive Least Squares Algorithm for Adaptive Filter and
Wavelets to Increase Automatic Speech Recognition Rate in Noisy

ENVITONMENT. .eviiiiiiiiiiiiiiiitiniiitieeeiie et ee e s oo

José Luis Oropeza Rodriguez and Sergio Sudrez Guerra

A DWT Domain Video Watermarking Algorithm Using Chaotic

Mixing TeChmiqUe. ...nunssnsussussvsssmmsssnnsms smmsmmmsensssss sy sssmsysuesssmivssss ssamsio

Rogelio Reyes, Clara Cruz, Mariko Nakan and, Héctor Pérez

Implementation of a Biometric Iris Recognition System for Person Identification..

Miguel Colores, Mireya Garcia and Alejandro Ramirez

Improvement of Algorithm for Measure Angular Speed
A. Lopez-Chau, J. J. Medel-Judrez, and J. C. Quezada Quezada

Neural Model for Diagnosis and Fault Detection in Modern Shrimp Ponds
José Juan Carbajal Herndndez and Luis Pastor Sanchez Ferndndez

FPGA implementation of Hebbian neural network for Engineering
Educational

Marco A. Moreno-Armendariz, Osvaldo Espinosa Sosa and Floriberto Ortiz
Rodriguez

....................................................................................

Engine Simulator for ECMs Diagnosis
José Ignacio Huertas and Natalia Navarrete

..................................................................

.............................

................................

....................................................

..... 13

...... 37

sewves 47

Performance comparison on secure processors using a temporized page encryption

technique
Osvaldo Espinosa Sosa, Luis Villa Vargas and Oscar Camacho Nieto

.......................................................................................



..................................... cevressesencess 107

Digital Fuzzy Inference Engine Simulator...
Antonio Herndndez Zavala, Oscar Camacho Nieto, lidar Batyrshin and Osvaldo

Espinosa Sosa

The Actual Back-End Tendency in Speech Synthesizer.........eommssesersssesssesseeeeeses 1 19

Sergio Sudrez Guerra and Ismael Diaz Rangel

IIR Adaptive Wavelet Network with Reinforcement Learning........coocceeeeeerescucnenens 129
Ivin S. Razo-Zapata, Luis E. Ramos-Velasco, and Julio Waissman- Vilanova
Start Times Matricial Estimation with Stochastic Behavior for Periodic 136

Real Time Tasks into Concurrent Systems
J.J. Medel, P. Guevara Ldpez and F. Rios Suriano



Digit recognition using Continuous Density Hid-
den Markov Models for different speakers

José Luis Oropeza Rodriguez' and Sergio Suérez Guerra'

! Ce.nler for Computing Research, Natjonal Polytechnic Institute,
Juan de Dios Batiz esq Miguel Othon de Mendizabal s/n, P.O. 07038, Mexico

Joropeza@gcic.ipn.mx, ssuarez(@cic.ipn.mx

Abstract. The goal of automatic speech recognition (ASR) is to develop tech-
niques and systems that enable computer to accept speech input. The digit task
has been so much employed to contribute the effort in ASR. Since 1950’s,
Automatic Speech Recognition Systems (ASRS) has been studied by so much
researchers. In our country, universities have inverted a lot of time creating
speech recognition systems (UNAM, IPN, ITESM, UAM, UDLA, among oth-
ers). In this paper we present the results obtained when we trained a digit corpus
with 5 people (3 men and 2 women). Firstly, we trained our system with 5
speakers, and we obtained a 94.13% of recognition rate. Secondly, we probed
the ASR individually for each speaker and we obtained a recognition rate above
of 98.5%. Thirdly, we employed a digit corpus with men only and another with
women only, the results obtained were above of 95% for the men corpus and
98% for women corpus. Finally, we report that we used 300 sentences of speech
signal (100 for training task and 200 for recognition task) from each speaker,
then we processed for the complete corpus (5 speakers), a total of 1500 sen-
tences were utilized. The results were obtained using Hidden Markov Model
Toolkit (HTK), and personal software.

Keywords. Automatic Speech Recognition, speaker recognition, Continuous
Density Hidden Markov Models, Viterbi Trainning, and dependent-independent
speaker automatic speech recognition systems.

1 Introduction

Speech and language are perhaps the most evident expression of human thought
and intelligence —the creation of machines that fully emulate this ability poses chal-
lenge that reach far beyond the present state of the art.

© A. Argiielles, J. L. Oropeza, O. Camacho, O. Espinosa (Eds.)
Computer Engineering.
Research in Computing Science 30, 2007, pp. 1-12
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The speech recognition field has been fruitfully and productively benefited from
sciences as diverse as computer science, electrical engineering, biology, psychology,
linguistics, statistics, philosophy, physics and mathematics among others. The inter-
play between different intellectual concerns, scientific approaches, and models, and
its potential impact in society make speech recognition one of the most challenging,

stimulating, and exciting fields today.

As early as 1950s, simple recognizers have been built, yielding credible perform-
ance. But it was soon found that the techniques used in these systems were not easily
extensible to more sophisticated systems. In particular, several dimensions emerged
that introduce serious design difficulties or significantly degrade recognition per-

formance.
Most notably, these dimensions include:

Isolated, connected, and continuous speech
Vocabulary size

Task and language constraints

Speaker dependence or independence
Acoustic ambiguity, confusability
Environmental noise

The first question one should ask about a recognizer or a task is: is the speech con-
nected or spoken one word at a time? Continuous Speech Recognition (CSR) is con-
siderably more difficult than isolated word recognition (IWR) that is because at first,
word boundaries are typically not detectable in continuous speech, at second, there is
much greater variability in continuous speech due to stronger coarticulation (or inter-
phoneme effects) and poorer articulation (“El ave es grande” becomes “la vez”).

A second dimension is the size of the vocabulary. Exhaustive search in very large
vocabularies is typically unmanageable. Instead, one must turn to smaller sub-word
units (phonemes, syllables, triphonemes, etc.), which may be more ambiguous and

harder to detect and recognize.

A system with a semantic component may eliminate such sentences from consid-
eration. A system with a probabilistic language model can effectively use this knowl-

edge to rank sentences.

These knowledge sources or language models can reduce an impossible task to a
trivial one. The challenge in language modeling is to derive a language model that
provides maximum constraint while allowing maximum freedom of input. The con-
straining power of a model language can be measured by perplexity, roughly the
average number of words that can occur at any decision point.

The different sources of variability that can affect speech determine most of diffi-
culties of speech recognition. During speech production the movements of different
articulators overlap in time for consecutive phonetic segments and interact with each
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other. As a consequence, the vocal tract configuration at any time is influenced by
more than one phonetic segment. This phenomenon is known as coarticulation men-
tioned above. The principal effect of the coarticulation is that the same phoneme can

have very different acoustic characteristics depending on the context in which it is
uttered [Farnetani 97].

The most prominent issue is that of Speaker dependence as opposed to speaker in-
dependence. A speaker dependent system uses speech from the target speaker to learn
its model parameters. On the other hand, a speaker-independent system is trained
once and for all, and must model a variety of speaker’s voice.

Speech recognition-system performance is also significantly affected by the acous-
tic confusability or ambiguity of the vocabulary to be recognized. A confusable vo-
cabulary requires detailed high performance acoustic pattern analysis. Another source

of recognition-system performance degradation can be described as variability and
noise.

Finally, the applications of the ASR are vast, for example: Credit-card numbers,
telephone numbers, and zip codes, require only a small vocabulary.

2 Characteristics and Generalities

“The schools of thought in speech recognition” describe four different approach
researched at today, they are [Kirschning 1998]:

template-based approach
knowledge-based approach
stochastic approach and,
connectionist approach

Before continuing described the characteristics of them, we must to say that ASR
has implemented one stage called “speech analysis”. The applications that need voice
processing (such as coding, synthesis, and recognition) require specific representa-
tions of speech information. For instance, the main requirement for speech recogni-
tion is the extraction of voice features, which may distinguish different phonemes of a
language.

To decrease vocal message ambiguity, speech is therefore filtered before is arrives
at the automatic recognizer. Hence, the filtering procedure can be considered as the
first stage of speech analysis. Filtering is performed on discrete time quantized speech
signals. Hence, the first procedure consists of a conversion analog to digital signal.

Then, the extraction procedure of the significance features of speech signal is per-
formed.
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In the template-based approach, the units of speech (usually words, like in this
work), are represented by templates in the same form as the speech input itself. Dis-
tance metrics are used to compare templates to find the best match, and dynamic
programming is used to resolve the problem of temporal variability. Template-based
approaches have been successful, particularly for simple applications requiring mini-

mal overhead.

In the knowledge-based approach, proposed in the 1970s and early 1980s. The
pure knowledge-based approach emulates human speech knowledge using expert
systems. Rule-based systems have had only limited success. The addition of knowl-
edge was found to improve other approaches substantially. Recently, in the Spanish
language a new approach using the rules of the syllabic units has showed the utility of

these units in the ASR.

The stochastic approach, which is similar to the template-based approach has been
using in the recent developments of ASR. One major difference is that the probabilis-
tic models (typically Hidden Markov Models —HMM-) are used. HMM are based on
a sound probabilistic framework, which can model the. uncertainty inherent in speech
recognition. HMM have an integral framework for simultaneously solving the seg-
mentation and the classification problem, which makes them particularly suitable for
continuous-speech recognition. One characteristic of HMM is that they make certain
assumptions about the structure of speech recognition, and then estimate system pa-
rameters as though the structures were correct.

The connectionist approach use distributed representations of many simple nodes,
whose connections are trained to recognize speech. Connectionist approach is a most
recent development in speech recognition. While no fully integrated large-scale con-
nectionist systems have been demonstrated yet, recent research efforts have shown
considerable promise. Some of the problems that remain to be overcome include
reducing time training and better modelling of sequential constraints.

3 Automatic Speech Recognition Systems

The frequency bandwidth of a speech signal is about 16 KHz. However, most of
speech energy is under 7 KHz. Speech bandwidth is generally reduced in recording.
A speech signal is called orthophonic if all the spectral components over 16 KHz are
discarded. A telephonic lower quality signal is obtained when ever a signal does not
have energy out of the band 300-3400 Hz. Therefore, digital speech processing is
usually performed by a frequency sampling ranging between 8000 samples/sec and
32000 samples/sec. These values correspond to a bandwidth of 4 kHz and 16 kHz
respectively. In this work, we use a frequency sampling 11025 samples/sec [Bechetti
and Prina 1999].

The excitation signal is assume periodic with a period equal to the pitch for vowels
and other voice sounds, while for unvoiced consonants, the excitation is assumed
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white noise, i.e. a random signal without dominant frequencies. The excitation signal
is subject to spectral modifications while it passes through the vocal tract that has an
acoustic effect equivalent to linear time invariant filtering. These modifications give
to the final sound the characteristic features of the different phonemes of a language.
The model is relevant, for each type of excitation; a phoneme is identified mainly by
considering the shape of the vocal tract configuration can be estimated by identifying
the filtering performed by the vocal tract on the excitation. Introducing the power

spectrum of the signal P, (@), of the excitation P, (@) and the spectrum of the vocal

tract filter P, (@) , we have:
(@) = P, (o) P, () (1]

Where @ is the frequency of the discrete time signal. The spectrum of the filter
can be obtained from the power spectrum of the speech P_(w) the contribution of the

excitation power P, (@) .

3.1 Signal preprocessing

The characteristics of the vocal tract define the current uttered phoneme. Such
characteristics are evidenced in the frequency domain by the location of the formants,
i.e. the peaks given the resonances of the vocal tract. Although possessing relevant
information, high frequency formants have smaller amplitude with respect to low
frequency formants. A preemphasis of high frequencies is therefore required to obtain
similar amplitude for all formants. Such processing is usually obtained by filtering the
speech signal with a first order FIR filter whose transfer function in the z-domain is
[Oppenheim 89]:

H(z)=1-az™ (2]

a being the preemphasis parameter. In essence, in the time domain, the preempha-
sized signal is related to the input signal by the relation:

x'(n) =x(n)—ax(n-1) 3]

A typical value for a is 0.95, which gives rise to a more than 20 dB amplification
of the high frequency spectrum.

3.2 Windowing
Traditional methods for spectral evaluation are reliable in the case of a stationary

signal (i.e. a signal whose statistical characteristics are invariant with respect to time).
For voice, this holds only within the short time intervals of articulatory stability, dur-
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ing which a short time analysis can be performed by “windowing” a signal x'(n) into

a sequence of windowed sequences x,(n),t =1,2,....,T called frames,

which are then individually processed:
x(m=x(n-t-Q), 0<n<N, 1<t<T [4]
x,(n) = w(n)-x,(n) [5]
Where w(#) is the impulse response of the window. Each frame is shifted by a

temporal length Q. If O=N, frames do not temporally overlap while if Q<N, N-Q
samples at the end of a frame x; (n) are duplicated at the beginning of the following

frame

In ASR, the most-used window shape is the Hamming window, whose impulse re-
sponse is a raised cosine impulse [DeFatta et al. 1988]:

N-1

0.54—-0.46cos(=2~)  n=0,.,N-1 6]
w(n) =
0 otherwise

4 Hidden Markov Models and Experimental Methodology

Now, we are going to show the algorithms employed for Automatic
Speech Recognition using Hidden Markov Models (HMMs). Like we
know, HMMs mathematical tool applied for speech recognition pre-
sents three basic problems [Rabiner and Biing-Hwang, 1993] y [Zhang

1999]:
Problem 1. Given the observation sequence O = O,0,....0;, and a model
A=(A4,B,7), how do we efficiently compute P(Oi/?.), the probability of the

observation sequence, given the model?

1. Initialization
a,()=7b,(0,) 1<i<N (71

2. Induction

N
al+l (.I) = bj (01+|)Zal (I)ay ]<jSN’ 1st<T-1 I8]
i=]

3. Termination
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P(O|A) =" o (i) [9)

Problem 2. Given the observation sequence O = O,0,....O; and the model A,

how do we choose a corresponding state sequence Q = 4,9,---97 which is optimal
in some meaningful sense?

1. Initialization

6,(N)=xb,(0)) 1<isN [10]
2. Recursion
5/0! (j) = bj (0”')[{2?2/( 51 (i)ay]lSjSN,lSlfr-] [1 1]
3. Termination
p =max[5.()] 1sisN [12]
g  =argmax[6,(i)] 1<isN (13]

Problem 3. How do we adjust the model parameters

A =(4,B,r) to maximize P(O1)?

exp ected number of times from siate s\to state s, [14]
a, =
y exp ected number of transition s from state s,
by = exp ected number number of times ins ,and observating v, [15]

exp ected number of times in state j

Then, HMM s algorithms must to solve efficiently the problems mentioned above.
For each state, the HMMs can use since one to five Gaussian mixtures both to reach
high recognition rate and modelling vocal tract configuration in the Automatic
Speech Recognition.

Gaussian mixtures

Gaussian Mixture Models are a type of density model which comprise a number of
component functions, usually Gaussian. These component functions are combined to
provide a multimodal density. They can be employed to model the colours of an ob-
ject in order to perform tasks such as real-time colour-based tracking and segmenta-
tion. In speech recognition, the Gaussian mixture is of the form [Bilmes 98] [Resch,
2001a}, [Resch, 2001b], [Kamakshi et al., 2002] and [Mermelstein, 1975].

_ 1 '%(l'ﬂ)r V) [16]
g(u,2)(x) T e JdTat(Z)e
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Equation 12 shows a set of Gaussian mixtures:

K
gm(x) =D w, * g(4s 2, )(x) (17}
k=1

In 12, the summarize of the weights give us

K
Zw,. =1 V ie {l,.........,K} tw,; 20 (18]
i=1

Viterbi Trainning

We used Viterbi training, in this a set of training observationsO", 1 <r < Ris
used to estimate the parameters of a single HMM by iteratively computing Viterbi
alignments. When used to initialise a new HMM, the Viterbi segmentation is replaced
by a uniform segmentation (i. e. each training observation is divided into N equal

segments) for the first iteration.

Apart from the first iteration on a new model, each training sequence O is seg-
mented using a state alignment procedure which results from maximising

¢n (T) = max ¢,(T)ay [19]
For 1<i<N where

8,0 = [max g, (t =Day (0, [20]

With initial conditions given by

() =1
¢j(t)=aljbj(0])

[21]

For i<j<N. In this and all subsequent cases, the output probability b;(.) is as de-

fined in the following equations:

M,

" 2
bf (01) = H zcjsmN(ost s Hjsms Z jsm [22]

s=1| m=!
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If A,j represents the total number of transitions from state i to state j in performing

the above maximisations, then the transition probabilities can be estimated from the
relative frequencies

A A X
ay = —2— [23]
k=2 A‘k

The sequence of states which maximises @, (T") implies an alignment of training

data observations with states. Within each state, a further alignment of observations
to mixture components is made.

We can use two methods for each state and each stream

1. use clustering to allocate each observation 0, with the mixture component
with the highest probability

2. associate each observation 0, with the mixture component with the highest
probability

In either case, the net result is that every observation is associated with a single
unique mixture component. This association can be represented by the indicator func-

tion ¥, (¢) which is 1 if 0], is associated with mixture component m of stream s
of state j and zero otherwise.

The means and variances are then estimated via simple averages

r T Vim0

BN WA

s D DV i (10}, = 1, )0 = 11,
Y L LV @)

[24]

5 Experiments and Results

The evaluation of the experiment proposed involved 5 people (3 men and 2
women) with 300 speech sentences to recognize for each one. Speech signals were
recorded at 11200 frequency sample, with 8 bits mono stereo (one channel) in labora-
tory environment, that significance that they were clean speech without noise. After
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that, speech signals were processed to eliminate information not useful that is the
speech sentences were processed to find start and end points of speech signal, using
software own. This software used the energy parameter to find it the interesting re-

gion.

Firstly, we used 1500 speech sentences extracted from 5 speakers individually (we
used 100 for training task and 200 for recognition task), and we trained the Automatic
Speech Recognition using Hidden Markov Models with 6 states (4 states with infor-
mation and 2 dummies to connection with another chain). Also, we employed one
Gaussian Mixture for each state in the chain Markov. The parameters extracted of the
speech signal were 39 (13 MFCC, 13 delta and 13 energy coefficients), they are used
to training the Hidden Markov Model.

The results obtained in this experiment are resumed in table 1.

Table 1 Recognition rate for 5 speakers individually

users
Recognition | | Speak ) Speal g g g 2
piE 99.5 99.5 985 98.52 985
Speech Recognition Rate
100 -
- 995
s
= @ Recognition
2
o 98,5
% 1 B |
SERGI0 LISETH FRANCO CLAUDI RODRIGO
Speakers

Fig 1 Graphical representation of the recognition rate reported in table 1

Secondly, we divided in two clusters our corpus, separating speech men of the
women speech. The speech signals were the same that we used before. Finally, we
integrated all speech signals (500 speech sentences, 100 for each speaker) in a corpus
that we labelled as ‘todos’. We trained the system newly and we probe this new cor-
pus with the 1200 remaining. The results obtained in these two experiments are re-

ported in table 2.

Table 2 Recognition rate for all, men and women speakers
users

Recognition all men women
rate 94.13 95 98
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Figure 2 shows a graphical representation of the results in table 2.

At respect, we obtain a 94.13% of successful recognition and 5.87% of error rate
for all speakers. Given in this table are results for several speech sentences trained
and recognized. The HTK (Hidden Markov Model Toolkit) was employed to obtain
the results and it was based on complete words.

Speech recognition rate

ALL MEN WOMEN
System's users

Fig 2 Graphical representation of the recognition rate reported in table 2

6 Conclusions and future works

The main purpose of this paper was to develop a fully ASR system using Hidden
Markov Models. We included 5 people in our ASR system; it was because we con-
structed an ASR system independent of speaker. The results obtained demonstrated
that ASR has a high performance independently of amount of speakers that it was

included into it. Likewise, the Automatic Speech Recognition (ASR) for each speaker
resulted to be satisfactory.

After the results obtained we revised the speech files that help us in this search.
We must to say that we found problems with speech signals badly segmented in begin
and end of the word. Overcoat for men speech files (especially third, fourth and fifth
speakers). It obviously represented in bad results.

For future works we must to find an efficient algorithm that can split the speech
signal in signal not necessary, useful signal and not useful signal. That is, we must to
work in increase the number of the speakers and programming another splitting algo-
rithm, and we will probably obtain better results. Though the results reported demon-
strated a good performance.
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Abstract. This paper shows results obtained in the Automatic Speech Recogni-
tion (ASR) task for a corpus of digits speech files with a determinate noise
level immerse. In the experiments, we used several speech files that contained
Gaussian noise. We used HTK (Hidden Markov Model Toolkit) software of
Cambridge University in the experiments. The noise level added to the speech
signals was varying from fifteen to forty dB increased by a step of 5 units. We
used the Recursive Least Squares Algorithm for an Adaptive Filtering
(RLSAAF) to reduce the level noise and two different wavelets (Haar and
Daubechies). With RLSAAF we obtained an error rate lower than if it was not
present and it was better than wavelets employed for this experiment of Auto-
matic Speech Recognition. For decreasing the error rate we trained with 50% of
contaminated and originals signals to the ASR system. The results showed in
this paper are focused to try analyses the ASR performance in a noisy environ-
ment and to demonstrate that if we are controlling the noise level and if we
know the application where it is going to work, then we can obtain a better re-
sponse in the ASR tasks. Is very interesting to count with these results because
speech signal that we can find in a real experiment (extracted from an environ-
ment work, i.e.), could be treated with these technique and we can decrease the
error rate obtained. Finally, we report a recognition rate of 99%, 97.5% 96%,
90.5%, 81% and 78.5% obtained from 15, 20, 25, 30, 35 and 40 noise levels,
respectively when the corpus mentioned before was employed and RLSAAF
algorithm was used. Haar wavelet level 1 reached up the most important results
as an alternative to RLSAAF algorithm, but only when the noise level was 40
dB and using original corpus.

Keywords. Automatic Speech Recognition, Haar wavelets, Daubechies wave-
let, Recursive Least Squares Algorithm for an Adaptive Filtering and noisy
speech signal, noisy reduction.
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1 Introduction

Speech recognition systems generally assume that the speech signal is a realisation of
some message encoded as a sequence of one or more symbols. To effect the reverse
operation of recognising the underlying symbol sequence given a spoken utterance,
the continuous speech waveform is first converted to a sequence of equally spaced
discrete parameter vectors. This sequence of parameter vectors is assumed to form an
exact representation of the speech waveform on the basis that for the duration cov-
ered by a single vector (typically 10ms or so), the speech waveform can be regarded
as being stationary. Although this is not strictly true, it is a reasonable approximation.

Typical parametric representations in common use are smoothed spectra or linear
prediction coefficients plus various other representations derived from these.

The role of the recogniser is to effect a mapping between sequences of speech vectors
and the wanted underlying symbol sequences. Two problems make this very difficult.
Firstly, the mapping from symbols to speech is not one-to-one since different under-
lying symbols can give rise to similar speech sounds. Furthermore, there are large
variations in the realised speech waveform due to speaker variability, mood, envi-
ronment, etc. Secondly, the boundaries between symbols cannot be identified explic-
itly from the speech waveform. Hence, it is not possible to treat the speech waveform

as a sequence of concatenated static patterns.

The second problem of not knowing the word boundary locations can be avoided by
restricting the task to isolated word recognition. As shown in Fig. 1.2, this implies
that the speech waveform corresponds to a single underlying symbol (e.g. word)
chosen from a fixed vocabulary. Despite the fact that this simpler problem is some-
what artificial, it nevertheless has a wide range of practical applications. Furthermore,
it serves as a good basis for introducing the basic ideas of HMM-based recognition
before dealing with the more complex continuous speech case. Hence, isolated word
recognition using HMMs will be dealt with first.

The different sources of variability that can affect speech determine most of diffi-
culties of speech recognition. During speech production the movements of different
articulators overlap in time for consecutive phonetic segments and interact with each
other. As a consequence, the vocal tract configuration at any time is influenced by
more than one phonetic segment. This phenomenon is known as coarticulation. The
principal effect of the coarticulation is that the same phoneme can have very different
acoustic characteristics depending on the context in which it is uttered [Farnetani 97].

Speech recognition-system performance is also significantly affected by the acous-
tic confusability or ambiguity of the vocabulary to be recognized. A confusable vo-
cabulary requires detailed high performance acoustic pattern analysis. Another source
of .recognition-system performance degradation can be described as variability and
noise.
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State-of-the-art ASR systems work pretty well if the training and usage conditions
are similar and reasonably benign. However, under the influence of noise, these sys-
tems begin to degrade and their accuracies may become unacceptably low in severe
environments [Deng and Huang 2004). To remedy this noise robustness issue in ASR
due to the static nature of the HMM parameters once trained, various adaptive tech-
niques have been proposed. A common theme of these techniques is the utilization of
some form of compensation to account for the effects of noise on the speech charac-
teristics. In general, a compensation technique can be applied in the signal, feature or

model space to reduce mismatch between training and usage conditions [Huang at el.
2001]).

2 Characteristics and Generalities

Speech recognition systems work reasonably well in quiet conditions but work
poorly under noisy conditions or distorted channels. For example, the accuracy of a
speech recognition system may be acceptable if you call from the phone in your quiet
office, yet its performance can be unacceptable if you try to use your cellular phone
in a shopping mall. The researchers in the speech group are working on algorithms to
improve the robustness of speech recognition system to high noise levels channel
conditions not present in the training data used to build the recognizer

Robustness in speech recognition refers to the need to maintain good recognition
accuracy even when the quality of the input speech is degraded, or when the acousti-
cal, articulatory, or phonetic characteristics of speech in the training and testing envi-
ronments differ. Obstacles to robust recognition include acoustical degradations pro-
duced by additive noise, the effects of linear filtering, nonlinearities in transduction or
transmission, as well as impulsive interfering sources, and diminished accuracy
caused by changes in articulation produced by the presence of high-intensity noise
sources. Some of these sources of variability are illustrated in Figure 1. Speaker-to-
speaker differences impose a different type of variability, producing variations in
speech rate, co-articulation, context, and dialect, even systems that are designed to be
speaker independent exhibit dramatic degradations in recognition accuracy when
training and testing conditions differ [Cole & Hirschman 92].

Unknown
Unknown Additive Noise
*Clean” Linear Filteri .
Speech 108 Degraded Compensation Compensated

Speech Speech
o T

Fig. 1 Schematic representation of some of the sources of variability that can degrade speech recognition
accuracy, along with compensation procedures that improve environmental robustness.
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3 Automatic Speech Recognition Systems

Automatic Speech Recognition systems generally assume that the speech signal is
a realization of some message encoded as a sequence of one or more symbols. The
ASR is constitutive by: training and recognition stages. Voice is a static procedure
that can to have a duration time between 80-200 ms. a simple but effective mathe-
matical model of the physiological voice production process is the excitation and

vocal tract model.

The excitation signal is assumed periodic with a period equal to the pitch for vow-
els and other voiced sounds, while for unvoiced consonants, the excitation is assumed
white noise, i.e. a random signal without dominant frequencies. The excitation signal
is subject to spectral modifications while it passes through the vocal tract that has an
acoustic effect equivalent to linear time invariant filtering. The model is relevant
because, for each type of excitation, a phoneme (or another structural linguistic) is
identified mainly by considering the shape of the vocal tract. Therefore, the vocal
tract configuration can be estimated by identifying the filtering performed by the tract

vocal on the excitation. Introducing the power spectrum of the signal P, (@), of the
excitation P, (@) and the spectrum of the vocal tract filter F, (@) , we have:
P,(#) = P,(0)P, (@) W

The speech signal (continuous, discontinuous or isolated) is first converted to a se-
quence of equally spaced discrete parameter vectors. This sequence of parameter
vectors is assumed to form an exact representation of the speech waveform on the
basis that for the duration covered by a single vector (typically 10-25 ms) the speech
waveform can be regarded as being stationary. Although it is not strictly true, it is a
reasonable approximation. Typical parametric representations in common use are
smoothed spectra or linear predictive coefficients plus various other representations
derived from these. The database employed consists of ten digits (0-9) for the Spanish
language. Many of the operations performed by HTK (Hidden Markov Model Tool-
kit) which involve speech data assumes that the speech is divided into segments and
each segment has a name or label. The set of labels associated with the speech data
will be the same as corresponding speech file but a different extension.

4 Hidden Markov Models

As we know, HMMs mathematical tool applied for speech recognition presents three
basic problems [Rabiner and Biing-Hwang, 1993] y [Zhang 1999]. For each state, the
HMMs can use since one or more Gaussian mixtures both to reach high recognition
rate and modeling vocal tract configuration in the Automatic Speech Recognition.
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Gaussian mixtures

Gaussian Mixture Models are a type of density model which comprise a number of
functions, usually Gaussian. These component functions are combined to provide a
multimodal density. They can be employed to model the colors of an object in order
to perform tasks such as real-time color-based tracking and segmentation. In speech
recognition, the Gaussian mixture is of the form [Bilmes 98] [Resch, 2001a], [Resch,
2001b}, [Kamakshi et al., 2002] and [Mermelstein, 1975].

1 S TR o TR
WD) (xX)=———"¢? [2]
shi i «/ZJdeet(Z)e

Equation 2-3 shows a set of Gaussian mixtures:

K
gm(x) = Zwk * gl 2, )(x) 3]
k=1

In 4, the summarize of the weights give us

X
dw=1 V ie{l K} 1w 20 [4]

i=)

Viterbi Trainning

We used Viterbi training, in this a set of training observationsO”, 1<r < Ris
used to estimate the parameters of a single HMM by iteratively computing Viterbi
alignments. When used to initialise a new HMM, the Viterbi segmentation is replaced

by a uniform segmentation (i. e. each training observation is divided into N equal
segments) for the first iteration.

Wavelets Transform

This section shows an introductory description about wavelet analysis, includes a
discussion of different wavelet functions

Windowed Fourier Transform

The WFT represents one analysis tool for extracting local-frequency information
from a signal. The Fourier transform is performed on a sliding segment of length T
from a time series of time step &7 and total length Nét, thus returning frequencies from



18 J. Oropeza and S. Sudrez

T—1 to (261)—1 at each time step. The segments can be windowed with an arbitrary
function such as a boxcar (no smoothing) or a Gaussian window.

As discussed by Kaiser (1994), the WFT represents an inaccurate and inefficient
method of time—frequency localization, as it imposes a scale or “response interval” T
into the analysis. The inaccuracy arises from the aliasing of high- and low-frequency
components that do not fall within the frequency range of the window. The ineffi-
ciency comes from the 7/(251) frequencies, which must be analyzed at each time step,
regardless of the window size or the dominant frequencies present. In addition, sev-
eral window lengths must usually be analyzed to determine the most appropriate
choice. For analyses where a predetermined scaling may not be appropriate because
of a wide range of dominant frequencies, a method of time—frequency localization
that is scale independent, such as wavelet analysis, should be employed [Torrence

Christopher and Compto Gilbert, 1 198].

Wavelet Transform

The wavelet transform can be used to analyze time series that contain nonstationary
power at many different frequencies (Daubechies 1990). Assume that one has a time
series, x,, with equal time spacing or and n = 0 ... N — 1. Also assume that one has a
wavelet function, yo(n), that depends on a nondimensional “time” parameter 7. To be
«admissible” as a wavelet, this function must have zero mean and be localized in both
time and frequency space (Farge 1992). An example is the Morlet wavelet, consisting
of a plane wave modulated by a Gaussian:

-1/4 _jagn -n*/12

wo(m=n"¢e""e (5]

where ®, is the nondimensional frequency, here taken to be 6 to satisfy the admissi
bility condition (Farge 1992). This wavelet is shown in Fig. 2a.

The term “wavelet function” is used generically to refer to either orthogonal or nonor-
thogonal wavelets. The term “wavelet basis” refers only to an orthogonal set of func-
tions. The use of an orthogonal basis implies the use of the discrete wavelet trans-
form, while a nonorthogonal wavelet function can be used
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Fig.2. Four different wavelets bases. The plots on the left give the real part (solid) and imaginary part
(dashed) for the wavelets in the time domain. The plots on the right give the corresponding wavelets in the
frequency domain. (a) Morlet, (b) Paul (m=4), (c) Mexican Hat (m=2), and d) Mexican Hat (m=6)

The continuous wavelet transform of a discrete sequence xn is defined as the convo-
lution of x, with a scaled and translated version of y,(n):

Wn(s)=§xn-w*[m] 16

\)

where the (*) indicates the complex conjugate. By varying the wavelet scale s and
translating along the localized time index n, one can construct a picture showing both
the amplitude of any features versus the scale and how this amplitude varies with
time. The subscript 0 on y has been dropped to indicate that this y has also been
normalized (see next section). Although it is possible to calculate the wavelet trans-
form using (6), it is considerably faster to do the calculations in Fourier space.
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To approximate the continuous wavelet transform, the convolution (6) should be done
N times for each scale, where N is the number of points in the time series (Kaiser
1994). (The choice of doing all N convolutions is arbitrary, and one could choose a
smaller number, say by skipping every other point in n.) By choosing N points, the
convolution theorem allows us do all N convolutions simultaneously in Fourier space
using a discrete Fourier transform (DFT). The DFT of x, is

-~

1 &8 i27n! N
- by
Xy ———Zx,,e (71
n=0

where k = 0 ... N — 1 is the frequency index. In the continuous limit, the Fourier

transform of a function w(#/s) is given by W (s@) . By the convolution theorem, the
wavelet transform is the inverse Fourier transform of the product:

N-1 < ~

W,(s)= Zxk y*(sw, )eja».n& (8]
k=0

where the angular frequency is defined as

2. <N
o, =1V 2
L2, G N [9)
N&t

Using (8) and a standard Fourier transform routine, one can calculate the continuous
wavelet transform (for agiven s) at all n simultaneously and efficiently.

5 Experiments and Results

The evaluation of the algorithm proposed involved clustering a set of speech data
consisting of 100 isolated patterns from a digits vocabulary. The training patterns
(and a subsequent set of another 200 independent testing pattern) were recorded in a
room free of noise. Only one speaker provided the training and testing data. All train-
ing and test recordings were made under identical conditions. The 200 independent
testing patterns was addition with a level noise, we obtained a total of 1200 new sen-
tences contaminated (200 per noise level, that is because we used 6 noise levels).
After that, we used an adaptive filter to reduce that noise level and the results are
shown below, then we obtained another 1200 sentences. Finally, we made experi-
ments with a total of 2600 sentences (between noisy, filtered and clean sentences) of
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speech signal. Figure 3 shows the RLSAAF employed. For each corpus created, we
used three databases test to recognition task: with same characteristics, noisy and
filtered. All sentences were recorded at 16 kHz frequency rate, 16 bits and mono-
channel. We use MFCCs (Mel Frequency Cepstral Coefficients) with 39 characteris-
tics vectors (differential and energy components). A Hidden Markov Model with 5
states and 1 Gaussian Mixture per state.

W,=W,,+G,e,
1
P = ;[ﬂ-, ~G,x" (k)P

where

Gk = Pk-l x(k)
a;

& =y, —x (k)W

a, =y+x" (k)B,_x(k)

with

x(k) samples

¥y  Jorgetting factor y=0.98

. . 1
B, recursive way to determinate |XTX ,‘]-

Fig. 3 Recursive Least Squares Algorithm for an Adaptive Filtering (RLSAAF)

This algorithm stop when the error is lest than 0.9%.

Table 1 shows the results obtained when we used a noisy corpus to training the
ASR. A total of 600 speech sentences were analyzed.

Table 1 Results obtained with noisy corpus created

speech recognition with noisy corpus created
. noise level
Speech signal
recognized 15 20 25 30 35 40
Noisy 95.5 96.5 98.5 98 99.5 99.5
Original 57 725 83,5 915 99 99
Filtered 23 50 76,5 90,5 98 93,5

As we can see, when we used a noisy corpus like we hoped, recognition level with
noisy database was adequately. When we used high S/N rate (25, 30, 35 and 40 dB),
the recognition rate was increased. It is important because it significance that the



22 J. Oropeza and S. Sudrez

noisy corpus is a good reference. Figure 4 shows a histogram related with the table
contents.

SPEECH RECOGNITION WITH NOISY CORPUS
CREATED

120
100
80 4
60
40 +
20

IN PERCENTAGE

RECOGNITION RATE

NOISE LEVEL

Fig. 4 Graphic representation using noisy corpus created

Table 2 shows the results obtained when we used a noisy and clean corpus to train-
ing the ASR. A total of 600 (300 noisy and 300 clean) speech sentences were ana-
lyzed.

Table 2 Results obtained with noisy and clean corpus created

speech recognition with noisy and clean corpus created
noise level
Speech signal recognized 15 20 25 30 35 40
Noisy 98,5 98 99.5 99 99,5 99,5
Onginal 19 34 84 91,5 96,5 99
| Filtered 78.5 81 90,5 96 95,7 99

As we can see, when we used a corpus compound by noisy and original signals,
the recognition rate for filtered speech signal was increased considerably. Figure 5
shows that.

SPEECH RECOGNITION WITH NOISY AND ORIGINAL
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Z
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Fig. 5 Graphic representation using noisy and original corpus
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Table 3 shows the results obtained when we used a clean corpus to training the
ASR. A total of 600 speech sentences were analyzed.

Table 3 Results obtained with clean corpus created

speech recognition with clean corpus created
noise level
Speech signal
recognized 15 20 25 30 35 40
Noisy 99.5 99,5 99,5 99.5 995 99:5
Onginal 16 21,5 18 43 70,5 87
Filtered 185 29 33,5 56 99,5 86,5

With the original corpus the results was not satisfactory, although the recognition
rate with filtered signals was better than noisy signals, it was poor and not enough to
be considered important as figure 6 shows.

T
< SPEECH RECOGNITION WITH ORIGINAL
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ig. 6 Graphic representation using original corpus created

Finally, we probed different wavelets to try to determine better results than we
obtained above. The results were not that we hoped.

Table 4 Results obtained with clean corpus created and wavelets

Atenuacion Haar1 Haar2 Haar3 dh3n3
15 dB 20,5 12 12 15
20 dB 21 12 11,5 10
25 dB 22,5 13,5 12 21,5
30 dB 21,5 16,5 15 215
35 dB 43,5 13,5 12,5 28
40 dB 74,5 15 14 36
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As we can see in figure 7, only Haar 1 wavelet at 40 dB had a high performance in
ASR rate. We consider that results obtained were failed because noisy level selected
before to apply wavelet transform must be changed. But we consider that it only can

not help us so much.

Wavelets results obtained using original corpus
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15dB 20dB 25dB 30dB 35dB 40dB
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Fig. 7 Graphic representation for ASR using wavelets and original corpus

6 Conclusions and future works

The results shown in this paper demonstrate that we can use an adaptive filter to re-
duce the noise level in an automatic speech recognition system (ASRS) for the Span-
ish language. The use of this paradigm is not new but with this experiment we pro-
pose to reduce the problems find out when we tread with real speech signals. MFCCs
and CDHMMs (Continuous Density Hidden Markov Models) were used for training
and recognition, respectively. First, when we used database test with the same char-
acteristics that corpus training a high performance was reached out, but when we used
the clean speech database our recognition rate was poor. The most important results
extracted of this experiment were when the clean speech was mixed with noisy
speech, when we used filtered speech we obtained a high performance in our ASR.

For that, our conclusion is that if we want to construct an ASR immerse in a noisy
environment, it is going to have a high performance if we included in our database
training clean and noisy speech signal. So, if we known the Signal/Noise ratio and it
are greater than 35%, we can use the filtered signal in an ASR without problems. For
future works is recommendable try to probe the results obtained using another meth-
ods employed to reduce noise into signal (wavelets i. e.), and extract the results.
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Abstract. Associative memories have a number of properties, including
a rapid, compute efficient best-match and intrinsic noise tolerance, that
make them ideal for many applications. However, a significant bottleneck
to the use of associative memories in real-time systems is the amount
of data that requires processing. Notwithstanding, Alfa-Beta Associa-
tive Memories have been widely used for color matching in industrial
processes [1], text translation [2] and image retrieval applications (3]
The aim of this paper is to present the work that produced a dedi-
cated hardware design, implemented on a field programmable gate array
(FPGA) that applies the Alfa-Beta Associative Memories model for pat-
tern recognition tasks. Along the experimental phase, performance of
the proposed associative memory architecture is measured by learning
large sequences of symbols and recalling them successfully. As a resuit,
a simple but efficient embedded processing architecture that overcomes
various challenges involved in pattern recognition tasks is implemented
on a Xilinx Spartan3 FPGA.

Keywords: Associative Memories, FPGA, Pattern Recognition, Recon-
figurable Logic.

1 Introduction

An associative memory M is a system that relates input patterns and output
patterns as follows: z — — y with z and y, respectively, the input
and output pattern vectors. Each input vector forms an association with its
corresponding output vector. For each k integer and positive, the corresponding
association will be denoted as: (z*, y*¥). Associative memory M is represented by
a matrix whose ij-th component is m;; [4]. Memory M is generated from an a
priori finite set of known associations, called the fundamental set of associations.
If p is an index, the fundamental set is represented as: {(z*,y*) | £ = 1,2, ...,p}
with p as the cardinality of the set. The patterns that form the fundamental set
are called fundamental patterns. If it holds that z# = y* Vu € {1,2,...,p} M is
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Table 1. Alfa and Beta Operators.

a:AxA— B B:BxA— A
xly[  a(xy) xly] B(xy)
o[o 01 00[0 0
0]1 00 001 0
1/o 10 01/0 0
11 01 011 1
100 1
101 1

auto-associative, otherwise it is heteroassociative; in this case, it is possible to
establish that 3u € {1,2, ..., p} for which z# # y¥. If we consider the fundamental
set of patterns {(z*,y*) | p = 1,2,...,p} where n and m are the dimensions of
the input patterns and output patterns, respectively, it is said that z# € A",
A = {0,1} and y* € A™. Then the j-th component of an input pattern is
"‘-'.‘1“ € A. Analogously, the j-th component of an output pattern is represented as
Yy €A A distorted version of a pattern z* to be recuperated will be denoted
as Z*. If when feeding an unknown input pattern z* with w € o I I -
to an associative memory M, it happens that the output corresponds exactly to
the associated pattern y“, it is said that recuperation is perfect.

2 Alfa-Beta Associative Memories

Alfa-Beta Associative Memories mathematical foundations are based on two
binary operators: a and 3. Alfa operator is used during the learning phase while
Beta operator is used during the recalling phase. The mathematical properties
within these operators, allow the af8 associative memories to exhibit similar
characteristics to the binary version of the morphological associative memories,
in the sense of: learning capacity, type and amount of noise against which the
memory is robust, and the sufficient conditions for perfect recall (5] First, we
define set A = {0,1} and set B = {00,01,10}, so & and j operators can be
defined as in Table 1.

These two binary operators along with maximum (V) and minimum (A)
operators establish the mathematical tools around the Alfa-Beta model. The
definitions of o and B exposed in Table 1, imply that: a is increasing by the
left and decreasing by the right, B is increasing by the left and right, 3 is the
left inverse of a. According to the type of operator that is used during the
learning phase, two kinds of Alfa-Beta Associative Memories are obtained. If
maximum operator (V) is used, Alfa-Beta Associative Memory of type MAX
will be obtained, denoted as M; analogously, if minimum operator (A) is used,
Alfa-Beta Associative Memory of type min will be obtained, denoted as W [6]. In
any case, the fundamental input and output patterns are represented as follows:
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In order to understand how the learning and recalling phases are carried out,
some matrix operations definitions are required.

amax Operation: PrxyVaQrxn = | S]mxn » where f2 = Vi_; a(pix,gx;)
B max Operation: PpnxrVgQrxn = [fg] _ where fg. = Vi_; B(Dik, gk;)
amin Operation: Py, AaqQrxn = [fg]mm » where f& = AL_; a(Pik, gk;)
B min Operation: Ppyr AgQrxn = [fg] e’ where fi‘; = Ar=; B(Pik,qk;)

Whenever a column vector of dimension m is operated with a row vector of

dimension n, both operations V, and A,, are represented by @; consequently,
the following expression is valid:

YWVaz =y @zt = yA, 2.

If we consider the fundamental set of patterns {(=z*,9*)lp=1,2,...,p} then
the ij-th entry of the matrix y* @ (:r:")t is expressed as follows:

[y# @ (:c“)t] y = a(yf,:z:“,-‘).

2.1 Learning Phase

Find the adequate operators and a way to generate a matrix M that will store
the p associations of the fundamental set {(z',3?), (z2,1?), ..., (z7,3P)}, where
z' € A" and y* € A™ Vp € {1,2,...,p}.

Step 1. For each fundamental pattern association {(z*,y*) [p = 1,2, ..., p}, gen-
erate p matrices according to the following rule:

[ ® @]

mxn

Step 2. In order to obtain an Alfa-Beta Associative Memory of type MAX,
apply the binary M AX operator (V) according to the following rule:

M=Vvi_, [y“ ® (:z:“)']

Step 3. In order to obtain an Alfa-Beta Associative Memory of type min, apply
the binary min operator (A) according to the following rule:

W =N [3/" & (1‘")‘]
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Ex\ﬁ4|>m0

Fig. 1. Alfa Unit

Consequently, the ij-th entry of an Alfa-Beta Associative Memory of type
MAX is given by the following expression:

vij = Vo a(yf, z5)

Analogously, the j-th entry of an Alfa-Beta Associative Memory of type min
is given by the following expression:

1/)1'_7' — AZ:la(y;"‘) :L‘;‘)

2.2 Recalling Phase

Find the adequate operators and sufficient conditions to obtain the fundamental
output pattern y*, when either the memory M or the memory W is operated

with the fundamental input pattern z*.

Step 1. A pattern z*, with w € {1,2,...,p}, is presented to the Alfa-Beta As-
sociative Memory, so z* is recalled according to one of the following rules.

Alfa-Beta Associative Memory of type MAX:
MAgz® = Ni—yB(vij z¥) = Nj=y {[Vim1e(i 25)] s 2y}
Alfa-Beta Associative Memory of type min:
W s 2% = VI B, %) = Vi, {[Aocsa(yl, 28] 29}
Without dependence on the Alfa-Beta Associative Memory type used through-
out the recalling phase, a column vector of dimension n will be obtained.

3 Implementation Details

As previously mentioned, the main goal of this paper is to derive an efficient
implementation of the Alfa-Beta Associative Memories targeted towards FPGAs.
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Fig. 3. Learning Phase Architecture

The Alfa operator implementation is shown in Figure 1, while the Beta op-
erator implementation is shown in Figure 2.

The proposed architecture works with a 50 MHz master clock, which implies
a 20ns period. As is it shown in Figure 3, the learning phase is implemented with
5 registers, 1 Alfa block, 1 M AX/min block and 2 external 10ns SRAM chips
(mounted on the same board), that allow 1MB of data storage. There are two
remarkable topics to be taken into consideration. The former concerns about the
amount of logic resources that are needed to implement the two binary operators
(Alfa and Beta). The latter results from the fact that most of the components
that constitute the learning phase are combinatorial circuits. Hence, it is possible
to read data from the external SRAM memory at the same time that a new bit is
shifted to the Alfa block. Therefore, it is possible to write back the result of the
M AX/min block to the external SRAM memory, during the same clock period.

As it is shown in Figure 4, the recalling phase is implemented with 4 registers,
1 Beta block, 1 min/M AX block and the same 2 external 10ns SRAM chips that
were used to store the fundamental associations during the learning phase. The
recalling phase is executed as follows. Firstly, Rs,, receives one data word from
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1 MB SRAM

5 H] ) [t

Cz:)r R: eor J__.D (:

Fig. 4. Recalling Phase Architecture

the Alfa-Beta Associative Memory (stored in the 2 external 10ns SRAM chips).
Then, R; receives the unknown input pattern. Finally, R, stores the recalled

output pattern.

4 Numerical Results

Example 4.1. Let p = 5, n = 4, m = 4. Given the fundamental patterns

{=*y") | p =12, p}, obtain an Alfa-Beta Associative Memory. The
fundamental associations will be denoted as: {(z!,3%), (z2,%?), ..., (z°,9°)}.

1 (0 (0 0 1

1_{:l 2:2: O\ 3 — 1\ 4 = (1 5 0

e 0 1) "\0 =11
1 1 1 0 \1 )

1) 1) 1) (1 (1

1 1 2 0 31 P 0

Yemilo Y= 1.0 ) Y= 0 y5 =19

1) 1) 1) \0/ \1

Learning phase. Obtain the corresponding matrices My, Ms, ..., Ms, accord-

ing to step 1, indicated in section 2.1.

—_ O O O

©(1101) =

®(0001) =

(1121\

1121
0010
\1121
2221\
1110
1110

\ 2291
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1 1211
g s o]0 _lo100
ve@®)=|,|le(1011)= BT
1 1211

According to step 2, an Alfa-Beta Associative Memory of type M AX denoted
by M, is obtained. Analogously, according to step 3, an Alfa-Beta Associative
Memory of type min denoted by W, is obtained.

32:03 i I
la2122] _|o100
M=12211 » W=1loo010
2221 1011

Recalling phase. Obtain the corresponding output patterns, by performing
the operations M Ag z# , Vu € {1,2,...,p} as stated in section 2.2. Due to

paper space limitations, only the Alfa-Beta M AX type recalling phase results
are shown.

2222 1 1
2122 1 1
1 e s ek
el Cr T e T s T
2221 1 1
2222 0 1
2122 0 0
2 s _— a2
MOgz"=1,9511]|88|o|=|0]|=¥
2221 1 1
2222 0 1
2122 1 1
Si it s e I
MBga"=19911|2e|1|=|1]|=¥
2221 1 1
2222 0 1
2122 1 1
4 __ - — .4
Mbpz =|y591 88| gl=]0]|=%
2221 0 0
2222 1 1
2122 0 0
5 = =5
Mepe=tggrg (D8] 1| =
2221 1 1

The reader can easily verify that the Alfa-Beta min type recalling phase also
recalls the whole fundamental set of patterns perfectly.
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Fig. 6. Recalling Phase

5 Experimental Results

The experimental phase was carried out in two stages. In the first one, the same
fundamental set of patterns that was presented in section 4, was downloaded
to the proposed architecture. The performance results are shown in Figure 5
and Figure 6. The learning phase is executed in 2.5 us and the recalling phase
is executed in 2 us. As expected, the entire fundamental set of patterns was

perfectly recalled.

; In order to estimate how the Alfa-Beta Associative Memory model performs
with high dimensional data, 20 binary images (Figure 7 and Figure 8) were
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Fig. 8. Fundamental Output Patterns

used as fundamental patterns. Each one of these images is 40 by 40 pixels,
which produces a 1600 bits pattern; accordingly, each pattern association results
in a 640 Kbytes matrix. The experimental phase was carried out as follows:
after the register initialization process was concluded, the first association was
learned and recalled. Subsequently, the first and second associations were learned
and recalled; after that, the same procedure continued in a consecutive manner
until the fundamental set of patterns was completely learned and recalled. The
above mentioned procedure was executed 100 times, each time changing the
fundamental associations randomly. The averaged recalling results are shown in
Table 2. A relevant thing to mention about the recalling criterion that was used
along the experimental phase is that, in this case, perfect recall means that all
of the 1600 bits were exactly recovered. Particularly, outstanding results were
achieved by using the Alfa-Beta min type recall (the whole fundamental set of
patterns was perfectly recalled).

6 Conclusions and Ongoing Research

In this paper, we introduced a simple but efficient implementation of the Alfa-
Beta Associative Memories targeted towards FPGAs that overcomes a serious
challenge in pattern recognition tasks (bottle-neck problems due to high dimen-
sional data). A relevant thing to mention is that after a fundamental pattern
is downloaded to the proposed architecture, each bit is learned in 90 ns, which
fulfills one of the main purposes of this paper. Moreover, if the learning rate
is known, it is possible to estimate the learning phase duration even with high
dimensional fundamental patterns. Usually, this situation takes place when the
fundamental patterns are RGB images. It is worth to mention that the pro-
posed architecture can be easily adapted to work as an Alfa-Beta bi-directional
associative memory.
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Table 2. Fundamental set recalling results.

123456788910
aB MAX 1234444311
aBmin 12345678910

Currently, we are investigating how to use the proposed architecture for fea-
ture sclection in RGB images and mixed noise variants. We are also working
towards a parallel implementation of the learning phase, based on recent math-

ematical results.
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Abstract. Based on the imperceptibility and robustness requirement for video
content protection, a watermarking algorithm for digital video with blind
extraction is presented in this paper. In practice, the robustness depends on the
watermark embedding energy used, which is limited by the media degradation
caused by the watermark. Reliable embedding algorithms must assure
watermark persistence up to an extreme quality downgrading. The proposed
algorithm cmbeds binary visually recognizable pattern, such as owner’s
logotype, in DWT domain of some randomly selected video shots. To increase
security, watermark data is disordered by chaotic mixing method before its
embedding and to increase watermark imperceptibility, blue channel of RGB
color space is used its embedding. The experimental results demonstrate the
watermark imperceptibility and robustness against several video degradations
and attacks. Also we show that extracted watermark data from watermarked
video sequence in blind manner is sufficiently clear after several attacks.

Key words: Video watermarking, Copyright protection, Blind detection,
Discrete Wavelet Transform

1 Introduction

With the fast development of multimedia application and communication systems,
including digital broadcasting, the growth of the internet and especially popular
internet software based on a peer-to-peer architecture has been used to share movies,
music and other digital materials. Due to that duplication and mo dification of digital
content are realized in very easy manner using digital editor tools provided for
personal computer, illegal copying and distribution of digital data have been serious
problems for intellectual property protection. Technical solutions for copyright
protection of multimedia data are actively being pursued; two typical technologies are
encryption and watermarking. Digital watermarking is the technique which embeds
the copyright information into digital content, unlike encryption, watermarking does
not restrict access to the data. A watermark is designed to permanently reside in the
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host data [1].While encrypted data once is decrypted, intellectual property rights are

no longer protected.
A watermarking scheme for digital video should include the capability to support

following requirements: the embedded watermark in video data should be
imperceptible and difficult to remove without degrading the perceptual quality of
video, it means if embedded watermark is removed from video sequence, the video
sequence has lost commercial value any more. In addition to above two requirements,
watermarking technique used for digital video should extract the watermark
information without using original video data (blind detection). The current issue of
the watermarking becomes to get robustness to the signal distortion and tampering
caused by intentional or unintentional attacks and common signal processing,
including frame averaging, frame dropping, frame swapping, etc. [2],[3],[4].

There are three embedding positions for video watermark, i.e. base band video
stream, at the same time when video is being compressed and in the compressed video
stream. The watermark signal can be a random sequence with one information bit or
multiple bit meaningful information, such as logotype. The random sequence
watermark is more robust in general; however, embedding meaningful watermark is
more important in some application. Therefore in this paper, we propose a video
watermarking scheme that embeds a meaningful watermark in a base band video
stream based on Discrete Wavelet Transform (DWT) and the blind extraction process
extract watermark clearly from watermarked video.

The paper is organized as follows. In Section 2 and 3, the watermark embedding
and extraction process of the proposed algorithm are described, respectively.
Experimental results are presented in Section 4 and finally in Section 5, some

conclusions are drawn.

2  Watermark Embedding

2.1 Watermark Preprocessing

A binary watermark image W (with values -1 or 1) is disordered based on chaotic
mixing method [5], this procedure makes a mapping Ay (k ) with L, — L, , where

L, isatwo-dimensional indexes set, and it is computed iteratively by (1).

we =w') =4, (KW, i=12,.,P-1,

n+ 1 1 n
AN(k)=LN-—>LN,[; :)=(k k+1)[; )(modN).
n+! n (l)



A DWT Domain Video Watermarking Algorithm Using Chaotic Mixing Technigue 39

where W) is an i-th disordered watermark image, w(%is a original watermark
image, (x,,y,)€ Ly, k€[, N]c Z, P is a recurrent time depended on k , and N

is the size of W', Two keys are required to reconstruct the watermark image: k isa
first key and the iterations number i is a second one. An example of watermark
image disorder is given by figure 1.

as = a . f T.-
1 1 F .:Il‘:.'
3 & o "
Ip N i
]
(a) (b) (c)
Fig. 1. (a) Original watermark, (b) Watermark processed with Chaotic Mixing using a key k=5

and itcration i=5 and (c) Watermark preprocessed with Chaotic Mixing using a key k=5 and
iteration i=/0.

2.2 Video Watermark Embedding Algorithm

First the host video is segmented into video sequences, and then some of them are
selected randomly for watermark embedding. For each selected sequence watermark
is embedded. The watermark embedding scheme is shown by figure 2.

Original Second level
frames decomposition 4 a,,a,
Spatial /@ 3
DWT
e ——3
- IDWT
F, X, e l F
Blue channel Watermarked
video
k,i
l 4
Chaotic Mixing

Fig. 2. Flowchart of video watermark embedding scheme.

The following steps are repeated for each frame of the selected video sequence and
the process into the broken line frame in the figure 2 is described as follows.
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A)

B)
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Perform a two dimensional DWT based on the Daubechies-wavelet on each
frame of the blue color channel, which is denoted by F; (k =1,2,...,n). The

multilevel decomposition is processed until the second level. Then the
watermark is embedded into the LL, subband. Here wavelet coefficient

frames of F, are denoted by X; (k= 12, )

Watermark embedding is based on magnitudes of the wavelet coefficients;
disordered watermark image is adaptively spread spectrum and embedded
into these coefficients. Wavelet coefficients X, are divided into blocks with

size 3x3 pixels, then a mean of the block V is computed and denoted as M .
Watermark bit is embedded by changing the center coefficient value V_ of

each block V with the corresponding modified value Vc, using the

following rules shown below.
i. Assign values to two thresholds7#, Th,, and also to two intensity

factors @, and @, .
ii. Calculate difference 8, between ¥, and M .
& =|v.- M| @
jii. Depending on & value with respect to Th,, Th, and the corresponding

bit of the pixel W (i,j), V. is modified:
1) If & >Th,, then watermark is not inserted.
2) If 8, <Th,, then watermark is inserted according to the following

cases:
a) If V.>M, W9(i,j)=1 and & <Th,, then the center

coefficient value ¥, of the block is modified using (3).

~ 9
V =V +=(Th,-6,)+a
c c 8( 2 I) 1 (3)

b) If V.>M, Wd(i,j)=—l and & >Th,, then the center

coefficient value ¥, of the block is modified using 4).

- 9
V =V -=(6,—-Th,)-
cim e 8(1 1) @)

¢) If V.<M, W9(i,j)=1 and & <Th,, then the center
coefficient value ¥, of the block is modified using (5).
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5 9

V.=V -Z(Th,-6,)-

c=Ye 8( ,=6,)-a )

d) ¥ V,<M, W9(i,j)=-1 and & >Th,, the center
coefficient value V, of the block is modified using (6).

V.=V, +-§-(8,-— Thy))+ a,

(6)
C) The watermarked video is dtained computing the inverse DWT of the

modified wavelet coefficient frames in the blue color channel X’, and
recombining the color channels.

Watermark image is embedded into a video by adaptive spread spectrum based on
the characteristics of video data, in which the watermark was preprocessed with
Chaotic Mixing method; so each pixel of the disordered watermark is embedded into
a 3x3 block of magnitudes of the wavelet coefficients for the corresponding frame in
the blue color channel. As mentioned above each watermark data is related to the

static and dynamic composition in the video sequence offering better robustness to
malicious attacks.

3 Blind Watermark Extraction

To extract the watermark, the original unmarked video and original watermark data
are not required. A watermark can be extracted easily according to scheme shown in
figure 3.

Watermarked Second level 14
frames decomposition
Spatial 3
DWT ]
V. <l 3
i
F‘ .‘,.— X‘ ®s,

Blue channel
k,i

}

Inverse
Chaotic Mixing

Fig. 3. Flowchart of video watermark blind detection.
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The following steps are repeated for each frame of the selected sequence and the
detail process into the broken line frame in the figure 3 is describe as follows.

A)  Again, the process starts with the two dimensional wavelet decomposition of
the blue color channel frames F} (k=1,2,...,n) of each video sequence
selected in embedding scheme. Applying DWT to F, , we can retrieve the
LL, coefficients, these are denoted by X, (k=1,2,..,n).

B) Wavelet coefficients X , are divided in blocks with size 3x3 pixels, and then

a mean of the block V is computed and denoted M , extract the center
coefTicient value V. of each block V , and to obtain the corresponding value

of the pixel W, (i,j) in these block V following the rules shown below.
i. Thresholds values T, and Th, are known.

ii. Calculate difference § between ¥, and M.
& =|V. - M| ™
iii. Depending of 5,va1ue with respect to Th, and 7h, the corresponding
value of the pixel W (i, /), is obtained according with:
1) & >Th,then W (i,j)=0.
2) 5, <Th, then a watermark bit is extracted according to the
following cases:
a) &, 2 Th,, therefore we (i,7) =1.
b) & <Th,,therefore Wy (i,j)=-1.
C) Cakulate a mean of the disordered watermark embedded in each frame of the
selected sequences using (8).

cdg: A _ V& sa
AHELLAS) "

Where K is the total number of frames used in the embedding process,
W (i,j) is the watermark bit in the k-th frame of video.

D) Disordered watermark image W can be formed using (9).

. 1 W9 (i,j)>0
Wd ;)= .
(’)J) {_l Wd (i,j) < 0 (9)
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E)  The reconstructed watermark image (% starting from W7, can be obtained
through the two keys used in the watermarking preprocessing section K and
1, by calculating the inverse matrix of Ay (k) iteratively until the number of

iterations i using (10) where W) =9

WO = 4 (k)W = 42 (k)i a0

4 Experimental Results

The proposed algorithm has been evaluated using well-known video sequences
*“Foreman”, “‘carphone” and “bus”. These sequences are in the YUV color space in
terms of one luma and two chrominance components, and their size are 288352 (CIF
format) [6]. The watermark is a binary image with size 24*24.

In the experiments we use 60 frames in these sequences to embed a watermark
image and used the following values to the thresholds and intensity factors: Th, =70,

1 9 Th
Thy==Th, @, =R(771, ~Th,) and a, =—42-.

We have conducted some experiments to evaluate the robustness of our proposed
watermarking algorithm. For this purpose, we have performed some of the classical
sequence manipulations including: noise attack, frame dropping, frame averaging,
frame swapping. In the experiments, we have tested 10 times each video sequence
with different frames (scenes), in which the results are average values of independent
experiments.

Figure 4 demonstrates the invisibility of the embedded binary watermark image in
the proposed algorithm. Similar results can be obtained with other video sequences.

4.1 Noise Contamination

The watermarked video is corrupted by adding impulsive noise and gaussian noise
with different intensity. The performance of video watermark approach is calculated
in terms of normalized correlation between original watermark and reconstructed
watermark defined as (11). Simulation results are shown in figure 5.

C(W(°),W(°)) - 2,: g(W(O) @, _;)-W(") (i,j))/zi %‘,Ww) (,-,j)Z an
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Fig. 4. Demonstration of invisibility. (a) The original “Foreman” frame, (b) Watermarked
“Foreman” frame, (c) The original “bus” frame and (d) Watermarked “bus” frame.
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Fig. 5. Robustness to noise contamination, (a) robustness to impulsive noise with different
noise densities, (b) robustness to Gaussian noise with different variances.

The results shown in figure 5 demonstrate the robustness of our video
watermarking procedure against several noise contamination when up to 7% of the
watermarked frame has been modified with impulsive or Gaussian noise, also video’s
commercial value will be lost if its contaminated more than or closer to 10% due to

lower quality.

4.2 Frame Dropping , Frame Averaging and Frame Swapping Attacks

Based on the existence of temporal redundancy in video data, frame dropping or
frame cutting, which removed some frames from the video sequence, this is an
effective video watermark attack since it doesn’t damage the video signal. Frame
Dropping attack is given by (12).

4 ttacked = Variginal —{FrI’FrZ’ """ 'Frn} (12)

a

where ¥V uckeds Voriginal are attacked and original video signals, and Fy B 5eees 1€

some video frames.
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Frame averaging attack compute the average of the two nearest neighbors’ frames to
replace the actual frame is calculated as (13).

R (600) =R ) Fa )% B (7)) o

Frame swapping attack can destroy some dynamic composition of the video signal
and embedded watermark. This attack is formulated as (14), simulation results of the
attacks are presented in figure 6.

Fi (i.j) © Fy (1,7), k=13,5,... n—1 (14)
NC > . Nc 1
0.95 0.95
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0.75 07
H] 10 15 20 25 30 %5 10 15 20 25 30
(8) Number of dropped tr () Number of swapped frames
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™)

Fig. 6. Robustness to (a) frame dropping, (b) frame swapping, (c) frame averaging and
extracted watermark with different normalized correlation respect to the original one: (d)
original watermark, (e) extracted watermark with NC=0.9792, (f) extracted watermark with
NC=0.9021, (g) extracted watermark with NC=0.7326.

Figure 6 demonstrates that our watermarking method is able to resist Fame
Attacks, in all of these cases, the embedded watermark can be recovered with a little
or no damage even when up to 50% of the watermarked frames has been modified.

In all analyzed attacks, normalized correlation values between original watermark
and extracted one is higher than 0.95, which indicates that the extracted watermark
image is very clear after watermatked video sequence is attacked.

We compare the proposed algorithm with different schemes [4], [7] and [8]. The
results are shown in Table 1 ‘O’ means that the embedded watermark is robust against
attack and ‘X’ means that embedded watermark can not be recovered correctly.
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Table 1. Performance comparison of the proposed scheme.

Frame Attack Noise Contamination
Averaging Dropping Swapping Impulsive Gaussian
Our scheme [¢) ) ] O
Zhuang [4] [¢) [¢] [¢) [¢] X
Zhao [7] O [¢) [¢) X X
Zhang [8] X (o] o [¢) o

5 Conclusions

The video watermarking algorithm here presented is robust to various common
attacks. This approach allows us to exploit the advantages of the DWT, HVS
characteristic to improve invisibility and robustness of the visual recognizable
watermark, such as logotype. The extraction process performs without original video
sequence and original watermark data and extracted watermark image doesn’t have

any ambiguity.
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Abstract. Iris recognition has received increasing attention in recent years because
their biometrics features can be used on security systems applications, due to their
great advantages, such as variability, stability and security. This paper presents a
description of a biometric system for person identification based on the iris pattern.
For the system implementation some known techniques are proposed for the
segmentation, encoding and pattern comparison stages of the recognition.

Keywords: Biometrics, coding, identification, iris pattern.

1 Introduction

Biometric identification technologies, including facial recognition, fingerprint
recognition, speaker verification and others, offer a new solution for personal
identification, because they offer a more natural way for performing identification [1][2).
Technologies that use biometrics features have a potential application identifying
individuals in order to control access to secured areas or services. Nowadays a lot of
biometric techniques are being developed based on different features and algorithms.
Each technique has its advantages and limitations, and it’s not possible to determine
which is the best, without considering first the application environment. Nevertheless, it is
well known that, from all of these techniques, iris recognition is one of the most
promising for high security applications. The possibility that the iris (Fig. 1.a) can be used
as a kind of optical fingerprint for person identification was first suggested by
ophthalmologists. Automated systems for person identification based on iris recognition
are considered to be the most reliable among all biometric methods; this because a
biometric identification system making many comparisons between different patterns of
persons can give false results, but the probability of finding two people with identical iris
pattern is almost zero [3). For this reason, iris recognition technology is becoming an
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important biometric solution for people identification in applications such as access
control. Other applications include immigration controls using biometric passports [4].

[@) ==~
J
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Fig. 1. a) Iris location: Lateral and frontal views. b) Iris Recognition System.

Only two iris recognition prototypes had been developed: one by J. Daugman [5], and the
other by W. Wildes [6]. Most of the commercial iris recognition systems use the
algorithms proposed by Daugman. One of the most successful commercial iris
recognition systems is distributed by Iridian Technologies [7] and it uses algorithms
patented by Daugman. That company has developed the entire recognition system (Fig.
1.b) which consists of the following steps: Firstly, an image of the user’s eye is captured
by the system (Images Acquisition). Then, the image is processed to normalize the scale
and illumination of the iris. This region is localized and separated of the eye image
(Preprocessing). Thirdly, features that represent the iris patterns are extracted and a code
is generated (Encode). And finally, a decision is made by matching the code generated by
the iris (comparison of codes and Determine Similarity).

The objective of this article is to present the implementation of an iris recognition system
based in mathematical algorithms derived from the information found in open source
literature. Since it is knows, the algorithms used in commercial system (Daugman’s
system) are not available. In this article the different concepts for every stage in an iris
recognition system was developed by our-self implementing in C language in order to
verify the system performance and to validate the chosen options for every stage. In
section 2, we will introduce the iris acquisition device. Section 3 will discuss the
preprocessing. Section 4 is about iris feature extraction. Section 5 will discuss the
comparison of codes and how is made the decision when codes generates by iris are
matching. The experiments and results will be presented in the section 6. Finally

conclusions will be drawn in section 7.

2 Iris Image Acquisitions

This stage is important and difficult in an iris recognition system. Since iris is small in
size and dark in color, is difficult to acquire good images for analysis using the standard
CCD camera and ordinary lighting. It is necessary to use a special device for images
acquisition which can deliver eyes image with sufficiently high quality while that remains
as system noninvasive to the human operator. We need to considerate image acquisition
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with sufficient resolution and sharpness to support recognition, good contrast without
resorting to a level of illumination that annoys the operator, and the optical aberrations
and reflections should be eliminated as much as possible. One schematic diagram for
image acquisition well-known because fulfills the requirements, was develop by John
Daugman (Fig. 2.a).

(08+X0+9)
VOA

Fig. 2. a) Schematic diagram of an image acquisition system. b) Example of an iris image
captured with a camera BMET100US.
The system don’t use color information, use monochrome cameras with 8 bits gray-level
resolution, because the color information provide additional discriminatory power. The
positioning of the iris for image capture is concerned with framing the entire iris in the
camera’s field of view with good focus, so the system requires that the operator positions
itself his eye region in front of the camera. For this reason the diagram provides a live
video feedback via a miniature liquid crystal display placed in line with the camera’s
optics via a beam splitter. This allows the operator to see what the camera is capturing

and to adjust his position accordingly [8]. In our experiments we work with a camera
BMET100US of Panasonic (Fig. 2.b).

3 Preprocessing

An iris image contains some irrelevant parts (eg. eyelid, sclera, pupil, etc) (See Fig. 1.a).
Even for the iris of the same eye, its size may vary depending on eye to camera distance
as well as light brightness. Therefore, before matching the original image needs to be
preprocessed to localize and normalize the iris.

3.1 Iris Localization

In this stage the iris is detected and isolated from the image, namely, finding both the
inner (papillary) and the outer (sclera boundaries) (see Fig. 1.a). The captured image is a
2-D array and is described as I(x, y) where the point (x, y) is the gray-level. The first eye
part to isolate is the pupil, knowing that the pupil region is generally darker than its
surroundings (Fig. 3-c) that is used to fix a region threshold to binarize the image I(x, y)
(Fig. 3-a) to obtain an image Ib(x, y) (Fig. 3-b), the image is scanning in the horizontal
direction to find the longest chord which will be the diameter of the pupil.
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Fig. 3. (a) Original image I(x,y). (b)Binary image Ib(x,y) (c) Gray levels for the pupil region.

Thus the centroide coordinates of the pupil are gives by the followings equations:

(¢))
= x+———D(;”v)
2)
Yo =VYp =Y
r,(ratio) =2%y—) 3)

Where D is the longest chord, and (x, y) is the start point of D.

The outer boundary of the iris is more difficult to detect because of the low contrast
between the two sides of the boundary. Then Canny edge detection is performed to create
an edge map to generate gradients information [9]. Circular Hough Transform which is
employed by Wildes [10], is used to detecting the iris-sclera boundary to obtain a new
centre (X,Ys) and radio r, , also the linear Hough Transform [11] is used to detect and
isolate eyelids and eyelashes.

3.2 Iris Normalization

Once the pupil and sclera boundaries are extracted and the iris ring is localized, the
captured iris image which always varies in size is normalized into a rectangular block by
a Cartesian to polar reference transform, suggested by J.Daugman [5]. In this way is
compensate the stretching of the iris texture as the pupil changes in size, and is unfold the
frequency information contained in the circular texture in order to facilitate next features
extraction. Moreover, this new representation allows to separating the iris from the pupil.
Thus the polar transform is implementing by the following mapping (Fig. 4)

1(x(p,0),y(p,6)) = 1(p,6) @)
where
x(p,0)=(1-p)*x,(6)+ p*x,(6) %

y(p,0)=(1-p)*y,(6)+p*y,(6)
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The 6 (8 €[0;27]) and p (p €(0;1]) parameters dimensionless describe the polar
coordinate system. I(x,y) is the region image,(x,y) are the original Cartesian coordinates
(r, 6) are the corresponding normalised polar coordinates, (xp(8),yp(0)) and (x,(8),y,(6))
are the coordinates of the iris ring along the 0 direction.

, I

N

Fig. 4. Iris rectangular representation. a) Iris localization on an eye image. b) Iris mask. c¢) Noise
mask.

Besides to generate the normalized iris image (Fig. 4.b) “iris mask” is necessary to
generate another image called “noise mask” (Fig. 4.c). This mask indicates the regions of
the normalized iris where the pattern of the iris is obstructed by the eyelids, eyelashes, etc.
The noise mask has the same dimensions that the iris mask, its used in the comparison
stage to avoid compares the obstructed regions.

4 Iris feature encode

This stage is to extract the information of the iris pattern and needed to be encoded for
matching purposes. The iris features are obtained convolving the normalized iris pattern
with a 1D Log-Gabor filters. Gabor Filters based methods have been widely used as
feature extractor in computer vision, especially for texture analysis [12]. Daugman (5, 13]
used multi-scale Gabor wavelets to extract phase structure information of the iris texture.
However, Field [14] has examined that there is a disadvantage of the Gabor Filter in
which the even symmetric filter will have a DC component whenever the bandwidth is
larger than one octave. To overcome this disadvantage, another type of filter is used
known as Log-Gabor, which is Gaussian on a logarithmic scale, can be used to produce
zero DC components for any bandwidth. The Log-Gabor filters are obtained by
multiplying the radial and angular components together where each even and odd
symmetric pair of Log-Gabor filters comprises a complex Log-Gabor filter at one scale.
The frequency response of a Log-Gabor Filters is given as:

-(loz(///o))’]
G(f) = e\ 26887 1)) ©)

Where f, represents the central frequency, and B bandwidth of the filters. N
For the implementation of 1D Log-Gabor Filter is chosen to be the feature extractor of iris
since 1D Log-Gabor Filters is an improved version of Gabor Filters. By applying 1D
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Log-Gabor Filters, 2D normalized pattern is divided into a number of 1D signals, and
these 1D signals are convolved with 1D Gabor wavelet. The rows of the 2D normalized
pattern are taken as the 1D signal; each row corresponds to a circular ring on the iris
region. The angular direction is taken rather than the radial one, which corresponds to
columns of the normalized pattern, since maximum independence occurs in the angular
direction. The row of the image is X = [P(1), P(2), ... JP(N)]. First is applied a discrete
Fourier transform (DFT) on the vector X to get vector Y (eq.8). Then multiply vector Y
and a 1-D log-Gabor wavelet to get the vector Z (eq.9). The 1D Log-Gabor function is
defined (eq.7), only one filter is used, with fo =12, and a bandwidth B = 0.5 [15]. Finally,
using the inverse DFT on the vector Z to get the vector D (eq.10).

Y= i x, e-/zm-lxn—% (8)
n=l
zZ, = Yk X Gk ®
N ~Jj2x(k=1Kn-1),
D=~ ze % 6%

The output h of the Gabor filter is complex numbers h=hge+hi,, Where the phase angle at
each output point is guantized to two bits depending on the quadrant where this each
element in the complex plane (Fig. 5). Thus for an image normalized with size (MxN) the
resulting template is of size (Mx2N). The template size with radial resolution of 128
pixels and angular resolution of 256 pixels was chosen. These parameters generate an iris

template that contains 32768 bits of information.

5 Comparison of codes

For this process is used the Hamming distance (HD) that gives a measure of how many
bits are the same between two bit patterns. Using the Hamming distance of two bit
patterns, a decision can be made as to whether the two patterns were generated from
different irises or from the same one. Since an individual iris region contains many
features, each iris region will produce a bit-pattern which is independent to that produced
by another iris, and two iris codes produced from the same iris will be highly correlated.
If two bits patterns are completely independent, such as iris templates generated from
different irises, the Hamming distance between the two patterns should equal 0.5. This
occurs because independence implies the two bit patterns will be totally random, so there
is 0.5 chance of setting any bit to 1, and vice versa. Therefore, half of the bits will agree
and half will disagree between the two patterns. If two patterns are derived from the same
iris, the Hamming distance between them will be close to 0.0, since they are highly
correlated and the bits should agree between the two iris codes. For matching, the
Hamming distance was chosen as a metric for recognition, since bit-wise comparisons
were necessary. The Hamming distance algorithm employed also incorporates noise
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masking, so that only significant bits are used in calculating the Hamming distance
between two iris templates (A,B).
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Fig. 5. How is quantize in 2 bits the filter output

Both iris patterns (maskA,maskB) are used in the calculation. The Hamming distance will
be calculated using only the bits generated from the true iris region given by the equation:

1 (11)
HD(A, B) =——=—— 2 (4, j) xor B(i, j) & C(i, j
W) ; i, j) xor B(i, j) & C(i, j)
where
Clij)= {1 if maskA(i, j)=0 and maskB(i, j) =.0; (12)
0 otherwise

Although, in theory, two iris templates generated from the same iris will have a Hamming
distance of 0.0, in practice this will not occur. Normalization is not perfect, and also there
will be some noise that goes undetected, so some variation will be present when
comparing two intra-class iris templates. In order to account for rotational inconsistencies,
when the Hamming distance of two templates is calculated, one template is shifted left
and right bit-wise and a number of Hamming distance values are calculated from
successive shifts. This bit-wise shifting in the horizontal direction corresponds to rotation
of the original iris region by an angle given by the angular resolution used. To calculate
HD between A and B, we fix the code A, and shift the code B from —15° to +15° with an
increment of 1.5°. The minimum HD from these shift positions is used as the reported
HD. The recognition is based on a test of statistical independence obtained comparing iris
patterns (binary codes) generated by same and different eyes [16]. In the figure 6.a the
curve “Intra-class” shows the HD between two iris templates generated by one eye, and
the curve “Inter-class” shows the HD between the iris templates generated by different
eyes, as a function of the rotation amount applied. The fig. 6.b shows a typical curves of
probability distribution of the distance Hamming. (Intra-class) generated by comparing
patterns generated by the same eye and (Inter-class) comparing patterns generated by
comparing patterns by different eyes.
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Fig. 6. a) Show an example of the reported HD for different rotations. b) Typical curves of
probability distribution of the distance Hamming.
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To make a recognition decision can be defined a threshold X. If the obtained distance of
Hamming is minor who thresholds X, is decided that the compared codes were generated
by same eye, otherwise is decided that they were generated by different eyes. Both
distributions Inter-class and intra-class, generally, are overlapped. For that reason, the
area under the distribution Inter-class to the left of threshold X, represents the probability
of a false identification, whereas the area under the distribution intra-class to the right of
threshold X, represents the probability of a false rejection. These measures are known as
false acceptance rate (FAR) and false rejection rate (FRR). The distance for both
distributions (“decidability”) can be calculate by equation (13), this value can be used to
optimize the parameters on log-Gabor filters

= l#/ '.upl (13)

2 2
o, +0p /
d 2
where

H,,Hp = the mean of the probabilit y distributi ons
o,,0, =slandard deviation of the probabilit y distributi ons

6 Results

This section describes the experiments using an iris image database “CASIA” [17] for
evaluating matching performance and the effectiveness of the algorithms. This database
contains images of 20 different irises and every iris has 3 images with 320 x 280 pixels in
256 gray levels. The experiments were obtained with verifications (one to one matching).
Firstly, evaluating genuine matching scores for all the possible combinations (60 intra-
class comparisons). Then evaluating the impostor matching scores for all the possible
combinations (190 inter-class comparisons). There are a number of parameters required
in processing feature extraction using Log-Gabor Filters. Optimum settings for these
parameters are needed to attain the best verification rate. To select an optimal Log-Gabor
filter parameters we probe different values, obtaining that features for iris can be extracted
with bandwidth 0= 0.5, one with center wavelength fo=14 pixels. In a second stage of
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experimentation, the values for the False Acceptance Rate (FAR) and the False Reject
Rate (FRR) was estimate. Both distributions obtained were adjusted to a normal

distribution with parameters u, =.182 o, =.029 for Intra-class distribution and
Hp =.4195 o, =.0534 for Inter-class Distribution. It was found that the optimal

values for (FAR=.182516% and FRR=.185026%) are given with threshold fixed in
X=.2645. The Fig. 7 shows the distributions of probability for matching distance for intra-
class and inter-class. It was found that the distance between the intra-class and the inter-
class distribution is large (d=5.52732), and the portion that overlaps between the intra-
class and the inter-class is very small. This proves that the proposed features are highly
discriminating. In addition, several tests were made to obtain the time of execution for
each stage in the implemented system: Binarization (time:71.8 ms), Pupil Localization
(135.2 ms), Iris Localization (362.8 ms), Normalization (64.2 ms), Extraction Features
(12.65 ms), Iris Code Extraction (15.07 ms), Iris Code Matching (131.7 ms), Total:
793.42 ms. The time computation consumed by each stage of the system that was
implemented on a P4 computer (1.8 GHz, 512 MB RAM, Windows XP). The average
total execution time of a basic verification process not exceeds 800 ms, which is suitable
for a recognition system.
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Fig. 7. Distributions of probability intra-class and inter-class in function to hamming distance.

This kind of information is not reported commonly in the literature. Therefore a
comparison between the obtained results and another system cannot be done. This is to
the lack of public datasets. It is highlighted that the algorithms operations were
programmed with double precision floating-point to obtain greater exactitude in the
results.

7 CONCLUSIONS

The objective of this article was to present the implementation of an iris recognition
system based in mathematical algorithms derived from the information found in open
source literature. Different concepts for every stage in a iris recognition system was
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developed by our-self implementing in C language in order to verify the system
performance and to validate the chosen options for every stage. The selection of the
parameters and the algorithms for every stage has been adopted to ensure the system
maintains a good compromise between accuracy and speed. The evaluation of the system
achieved high confidence identity verification based on iris texture; further efforts should
be applied to be insensitive to variations in the conditions of iris images acquisition.
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Abstract. In [1] we showed that the measure of a rotatory machine
can be made using an incremental encoder —an electronic digital
device that produce several electric pulses on each revolution [3]1-
and then we proposed an algorithm to correct the intrinsic error
produced in these measures. In this paper, we improve the algorithm
in [1] and proposing a scheme that allows getting a better response,
combining two approaches [2]: First we count the number of pulses
produced in time, taking into account that the remainder time to
evaluate the angular speed is dynamically computed and changed
respect to value, reducing the sample time error.

This combined algorithm considered the programming in a float
point microprocessor and implanted in a reprogramable digital
device.

Keywords: Angular speed, rotatory machines, state machine
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MEASURING ANGULAR SPEED

In many cases, incremental encoders are used to measure the speed of rotatory
machines. The square pulses on the outputs of these devices, are taken into account to
calculate the angular speed and direction. The basic limits considered in this paper
didn’t include the jitter and noise in the output of incremental encoders.

One way of measuring angular speed using incremental encoders, counting the
number of pulses produced in a pediod of time:

60* M 1)
A 1 S d 'y -_——
ngular Speed (rpm) NYE*T,
Where:
rpm:  Revolution per minute.
N: It is the number of pulses per revolution produced. This depends on the

incremental encoder used, with N € Z, .
M :  1tis the number of the pulses produced in the time k7, by the incremental

encoder. M 20

k: It is a positive integer number. k € Z
p g +
kT, : It is the time used to count the pulses given by the incremental encoder.

The period P of each pulse depends naturally, to the angular speed into rotatory
machine, and is given by

pe 60
Angular Speed * N

(2

And we supposing that P is an invariant and consequently stationary for any kT,

time, accomplishing, that

min(k7,) 2 min(P),Vk e Z, ?3)

The kT, value tends to be greater when the angular speed tends to zero.
In Figure 1, we showing the several values of P for some incremental encoders [2]
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Among the (1) and (2) is observed that the exact number of pulses, which can be
counted in time k73 is given by (4):

_k*T,*N*rpm

4
real 6 0 ( )

M

but unlike (1) now M, _,€Z,.

This situation conduces to an error because the number of pulses measured with a
digital system are the same for an interval of speeds (rpm, (, rpmy) and therefore if the
speed measured is used as feedback in a control system the output of the last one can
be wrong[4] [5]. Figure 2, shows and example of this.

Nuvber d pises messured in KTb=10T8
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Figure 2. Number of pulses measured for kT,= 10ms. Observe that the number of
measured pulses is an integer.



Improvement of Algorithm for Measure Angular Speed 61

In practice, once the measurement system is working, the only parameter that one can
vary is kT, so we can use:

Orpm L S 0N60

Equation (5) means that measures tends to be more stable if kT} raise, and variations
are toward zero in a descend fashion.

If the maximum variation of measures requiered for an aplication is ¥ (rev per minute
units where ¥>0) then:

M*60
N*V

)

e 2

(6)

Forcing M=1 in (6) the lowest time required to take a measure can be obtained with
precision of £V /2.

kT, in (6) can be calculated in practice using the algorithm proposed in [1] and
showed again in Figure 3.

1. Begin with an arbitrary kT,

2. Measure the number of generated pulses (M)
ka time.

3. Obtain the next (“optimized”)
kT,

in the

value of kT,.*

according to ka+= *K,, where k;>0 is an fixed

positive integer.

Take another measure of M using this new value of
KTy

5. Obtain the speed in rpm units using (1).
Figure 3. Algorithm proposed in [1].
The method described in Figure 3, can be successfully used by beginning with a small

kT, and works better with bigger values of N. The minimum value of kT}, is:

o e >
bmin (rpm)max % N (

Implementing this algorithm an eight bits [1], RISC architecture microcontroller, we

obtained good enough results. Simulations behavior about the algorithm [1] depicted
in Figure 4 into the both sections.
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IMPROVING THE ALGORITHM

When it is measuring the speed of an rotatory machine, is very important count the
number of pulses produced by the incremental encoder in a period of time, another
option is take a measure of the period of pulses, however both of them can leads to an
error, even if the number of pulses missed is as small as one.

In this paper, we improve the algorithm showed in Figure 3. The basic idea combines
the two strategies that frequently come apart: Count the number of pulses in a period
of time, and measure the period of pulses. We use two subsystems, one of them for
measure number of pulses and another one for measure the remained time, after k7,
finishes, in addition to this, we change dynamically the parameter k, in the system.

In Figure 5, simplifying the diagram designed to improve the algorithm, a brief pin
description is showed in Table 1.

—7 "2 pulse ™ ;
—7 clic |
mPl nbits |$tnn3 Pibe <omder
adk T
[Nl|$¢'§ k? p—r
= = Cakulate: p———

Tune Remasnder couater

Figure 5. Basic diagram for the algorithm proposed.

PIN DESCRIPTION
Start Reset the entire system, begins execution of algorithm.
Clk Clock signal for sincronizing all system.
Pulse Pulses produced by incremental encoder.
stop This singnal is generated by the pulse counter system.
n bits The number of pulses measured in kT, time.
nbits Final measure
k2 Number of ticks after pulse counter systems finishes
calculate Indicates the entire system has finished

Table 1. Pin description.
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The pulse counter subsystem is basically a state machine that counts the pulses
generated by an incremental encoder. T is the minimum “quantum” that corresponds
with the resolution of system. A very simplified diagram is presented in Figure 6.

ctrpulses

start='1"
nbits="0"|

Figure 6. State diagram of the puise counter subsystem Enbns=nblls+1|

STATE
S1

S2

S3, S4A
and S4B
S5 and s6
S7

S8

nbhts="0"
k="kmax"|
stop="0’

nbits="0"

@-

DESCRIPTION

Initial state. Subsystem waits for a high level in start signal.

A high level has arrived in szart input. Wait in this state now for a low
level in start signal.

The state machine leaves this state after a falling edge in start signal.
nbits, k and stop are all set to an apropiate value.

This state machine returns to state S2 again if high level presented in

start signal.
These states allow waiting for the first falling edge of incremental

encoder output.

Begins (continues) counting the number of pulses produced in time kTb.
The state machine is changing alternative between S5 and S6 states,
depending on falling or risig edge of incremental encoder pulses.

The kT, time is since now (first time state machine gets into state 6)
counting down.

S3 and S4 states are leaved when the sample time &7} has finished.
Now, the number of pulses counted is passed to period counter
subsystem, this one is notified by means of the stop signal.

This state is used to permit that the state machine of second subsystem
can read the output.

nbits, k and stop are set to an appropriate value. Return to S3.

Can be observed that this subsystem is a simplified version of algorithm presented in
Figure 3. Later, we’ll show how to adapt the kT, value. The task of the second
subsystem consists in measure the interval between the last pulses counted and the

time remained before kT, expires. This is also a state machine, whose diagram

can be seen in Figure 7.
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nbits2=nbits
time2=k2
calculate="1'|

STATE DESCRIPTION
SA Initial state. Subsystem waits for a high level in starr signal.

SB and These states allow to wait for the first pulse counted in the previous state
SC machine.

Begins (continues) counting the remainded time after a pulse has been

SD and counted.

SE The state machine is changing alternative between SD and SE states,
depending on falling or risig edge of incremental encoder pulses. On each
transition, k2 increments by one indicating that a tick has elapsed.

Finally, when kT, has finished stop incrementing k2. The values of k2, and

SF nbits (number of pulses counted) are presented in outputs of this
subsystem.

In order to compute the next value of k;, we propose the use of an averager: so, when
state machine arrives state SF, a recursive averager (not showed in simplified diagram
of Figure 7) compute the average vaue of k,. This is a fast way to compensate the
next value of k; (k7" ) in the first state machine. Observe that for both subsystems, Tp
is taken of c1k, so we can obtain k; (average of k;) mentioned in Figure 3.

SIMULATIONS

For all simulations, consider that the speed of a rotatory machine is constant at least
Wwhile taking the measure. In practice acceleration must be also considered, [2][3]. The
first simulation presented corresponds to running the algorithm with the following
parameters: k=1024, T,=1x10"° sec (state machines working at /MHz) and M=500.
Figure 8 shows the number of pulses measured, observe that at this point, there is not
any improvement with respect to the original algorithm, the number of pulses
measured are always an integer, and this is a cause of error in calculating the speed.
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The remained time is measured, and presented in Figure 9, observe a constant pattern
that decays with respect to speed.
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Figure 8. Number of pulses measured for 7,= lus k=1024.
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Figure 9. Remained time.
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Finally, the algorithm computes the speed taking in account both the number of pulses
and the remained time measured. The difference between real and measured speeds is
near to one, but most important, the error can be a fraction._

REAL SPEED vs MEASURED SPEED

0.8

ERROR

0.6 |

0.2}

(=]

300 400 500 600 700 800 900 1000
ANGULAR SPEED

Figure 10. Error: difference between real and measured speed

Figure 11 shows more results.
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Figure 11. (a), (b) and (c) some other results.

The two main differences between this improvement and the original algorithm, is
that the error is reduced and more over, is now a fraction, other important difference
is that we can change parameters dynamically, using a recursive average.
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CONCLUSIONS

In this paper, we have seen that when measuring angular speed with an incremental
encoder, error presented is due to the number of pulses counted as integers. We
propose a new improvement of an algorithm for measure of angular speed, in this new
version the number of pulses measured and the remained time is taking into account

to produce better results. In the simulations can be seen that the error is not necessary
an integer, but can be a fraction.

The next step in this work is to take advantage of parallelism, we are working in
create several instances of the improvement presented in this paper and introduce the
outputs to a system capable to select the best measure.
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Abstract. Nowadays, the methods based on artificial neural networks (ANN)
have demonstrated to be useful in the treatment of environmental problems.
Water quality is an important factor in shrimp farms. This study proposes a
new method for evaluating the water quality in shrimp ponds based on an
ANN, this method has been developed proving the importance and potentiality
of the neuronal systems in this area. ANN's are used to find a relationship
among the environmental variables that affect the shrimp habitat. The results
show a good response obtaining for classification of the status of the water
quality; excellent, good, regular and bad. This work gives an alternative tool
that is used in the treatment of the water management.

Keywords: Water quality, neural networks, aquaculture, antificial intelligence.

1 Introduction

The shrimp farming is an important activity in aquaculture field that is practiced over
the world. In Mexico the total area dedicated to the shrimp farming is approximated
52,648 ha; 51,059 ha is located in the Gulf of California. The farming system most
used in the Gulf of California is the semi-intensive [1]. The shrimp ponds are
supervised frequently because the environment must be controlled. In the marine
water exist many environmental parameters that affect the habitat, such parameters
are classified in tree categories: physical, chemical and biological. A good control of
the environmental variables makes a good habitat (Table 1) [2].

The water management is an important factor in farming shrimp for having a good
farming period. A bad control in water quality could generate a stress, low maturing
or a decreasing in the immunological system. An organism weakened has more
possibilities for getting any sickness for example Yellow-Head Virus, White Spot
Syndrome Virus and Taura Syndrome Virus.

This work develops a neuronal model that allows diagnosing the status of water
quality and detects faults in modemn shrimp ponds; also the objective of the model is
obtaining a good environment that allows an optimal maturing and surviving of the
organisms [3],{4].

The shrimp farms are big places, which are composed of many ponds; each one has
a different habitat. The measurement made to each variable is made with manual
techniques in laboratories or using sensor devices, for example pH, temperature or
conductivity sensors. The needed for techniques that allow the diagnosis of the status
of water quality, the analysis of the environmental variables behavior :.md their
integration in the assessment in such process is clearly recognized. Analyzing these
aspects, some alternatives have been developed in the artificial intelligence and the

© A. Argilelles, J. L. Oropeza, O. Camacho, O. Espinosa (Eds.)
Computer Engineering.
Research in Computing Science 30, 2007, pp. 71-80
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control techniques areas. Some of the methodologies are based in neuronal systems,
and these systems have been proved in real environmental problems [2].

Tabla 1. Physical-chemical parameters in a shrimp pond.

High Impact Low Impact
Temperature Hydrogen Sulfide
Oxygen dissolved Non Ionized Hydrogen Sulfide
Turbidity Nitrates
Salinity Total inorganic Nitrogen
PH Silicate
Non ionized ammonia Phosphorus
Chlorophyll A

Total suspension solids
Potential redox
Alkalinity

Dioxide of Carbon
Total Ammonia

In the habitat the environmental variables must be in a valid range of values (Table 2),
if they are out of this range, could generate a negative impact into the pond. There are
some variables that have a bigger impact than others, if one or some of them are out
of range will destabilize the water quality generating a bad status this is represented
with two states “Good” and “Regular’ depending of how many variables are not
controlled, in other hand, if all the variables are in range, the pond is in optimal
conditions and it is known as “Excellent”, and the undesired status in when one of the
variables or the combination of some of them could generate an status that will be
lethal for the organisms that is known as “bad”. The main purpose is to use these
variables with an artificial neural network (ANN) for developing a system that obtains

the status of the water quality [5], [6].

Neural Network Water
Shrimp pond

Fig. 1. The measurements of the environment will be analyzed by a model that describes the
relationship among them, obtaining a status of water quality.

It is needed to indicate that water quality (WQ) in seawater is a function of the
environmental variables; the next equation describes the relationship:

Water Quality = f (Temp, DO, Salt, Turb, NIA, PH, . . .) (€))
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Where Temp is temperature, DO is dissolved oxygen, Salt is salinity, Turb is turbidity
and NIA is non ionized ammonia [7]. There are also some relationships between
variables, for example the equation that represent the changes with pH in the Gulf of

California (Hernandez and Zirino, 2003), is a function of total CO2 (Crn), total
alkalinity (At) and pressure (P):

_(H 3¢, ,(2pH (_BP_HJ
apH_(aCt )aCt+( AL }BAH % oP 2)

The environmental variables have relationships among them and trying to represent
them is very complex to establish as the equation 2, however this complexity can be
expressed with an ANN. The ANN is a powerful and efficient tool for recognizing
and classifying patterns, that is why the ANN is used on intelligent systems. The
ANN’s are used in non-lineal mathematical relationships that are so hard to describe.

In this study a neuronal system has been used for establish this relationship among
them for evaluating the status of water quality.

Table 2 Ranges of environmental variables.

Environmental
) Ranges of values
variables

Temperature (°C) 23°-30°

Salinity (mg/1) 15-25
pH (mg/1) 7.6 -8.6
Dissolved oxygen

(mg/l) 6-10

2 Materials and Methods
2.1 Study area and water quality data

The measurements of the environmental variables were made in ponds located in
Bahia de Kino in the Gulf of California, near from Sonora Estate, the water resources
were obtained from seawater (Fig. 1). A total of 3000 measurements were made in a

period of shrimp farm. The variables measured were pH, temperature, salinity,
dissolved oxygen.
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04 Fl
s Gulf of California

Fig. 2 Map of Sonora, Mexico indicating the two regions with sampling of shrimp farms (Bahia
de kino and Hermosillo).

2.2 Artificial Neural Networks

The artificial neural networks were applied in this study for providing a non lineal
relationship among the environmental variables (Input set) and the status
classification for the water quality (Desire output). The environmental variables
present no lineal relationships that are very hard to establish with a mathematical
expression, in order to describe it, the ANN is a good technique to represent the
behavior among them [8].

An ANN is constructed of singles processing elements called nodes o neurons,
which are connected with some parameters called weights. The neurons are
accommodated in a layer structure. The first layer is known as the input, and it is
where the information of all environmental variables is introduced, the final layer is
known as the output layer, this layer is where the neurons process all the data
extracted giving a desired response. The layers used between the input and the output
layer are denominated hidden layers (figure 4), and there is not a limit about how
many hidden layers an ANN could contain [9], 10[].

Each neuron has a function, which is determined by the inputs that receives to other

neurons (figure 3).

X, :

>
X3 _2_'®_’ f(w,.r, 4+ WXy 4 4 “’r"n)
X‘/“’n'

Fig.3 Representation of a neuron.

The behavior of a node can be expressed by the next equation:
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s =Zy,.w,j +b, M
Jj=1

Where w;; are the weights that interconnect the different neurons j of the previous
layer with the actual neuron j, b; is the bias of the neuron, i is the output of the
neuron in the last layer and S; is the new output. The result will be processed by a new
function that is called the transfer function; the most common are the next:

y, = i_—sl— Exponencial (2)
¥; = tanh(s) Tangencial (3)
’1 W >
y; =1y, ~1<y, <-1 Lineal (4)
=l ¥, <=1

The learning method (memorizing) of an ANN’s is made using a data set extracted by
a database. The data set contains the input values (patterns) and the output values

(desired response). The ANN is able to establish a relationship between the input and
the output values [6].

Input 1

Output 1
Input 2

Output m

Inputn

Fig. 4. ANN architecture.

The feature of the ANN’s makes them an attractive case of study for resolving
complex problems in engineering.

3. Results

Low concentrations of dissolved oxygen and high variations were observed in the
most quantity of measurements made in the shrimp ponds. The conditions of the pond
depend of the variations of the environmental variables for example the temperature
and dissolved oxygen. The analysis made by the ANN showed that in the mayor part
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of the measurements the status of the water quality was a risk condition, the dissolved
oxygen was one of the main factor of this result, due in the measurements obtained
the values were lower than 4 mg/l, the high salinity concentrations was a second
factor.

Measurements
200 YOOI e RS o IO VI

ZaXatay LaTaTasaTalel

150 | -
—a— pH

® 100 ,WWI“M
—a&— Termp

06:00 08224 10:48 13:12 15:36 18:00
Time

Fig. 2 Measurements obtained in a farming day.

3.1 Pre-processing

Some preprocessing steps make more efficient the RNA [3]. All the environmental
variables were preprocessed before training the ANN, normalizing the data set in a
range of [0, 1] is important because there are some variables that have big values and
another that have low values, normalizing them will generate that all variables have
the same range, to do this we used the next equation:

s min(x) (&)
max(x) — min(x)

Where X is the environmental variable and var is the normalized variable.

3.2 Patterns

When the shrimp farming is in process the weather is always in change and the
environmental variables could disestablish the habitat [7], [8], [9], this problem is
generated by the combinations of the bad controlled variables, such problems could
be classified as follows:

1. Excellent: all the environmental variables are controlled.
2. Good: One variable is out of range; however it not represents any problem.
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3. Regular: some variables are out of range and the combination of them could
disestablish the habitat.

4. Bad: One or some variables are in range that could generate several or lethal
problems in the habitat.

The Table shows the range of the controlled environmental variables. The
combinations of the values of the environmental variables create patterns that define
de status of the water quality. A complete data set that contains all the possibilities is
huge, this problem was resolved creating an artificial dataset which cover different
cases, and this set was composed of 7000 patterns.

The nature of this parameter and their relationship with the water quality make them
an excellent set for their processing with an ANN.

3.3 ANN Model

The ANN developed in this work is backpropagation 4 — 10 — 10 — 10 — 4 layered
network; the input layer receives all the data set information (Environmental variables
values). The output layer gives the final status of the water quality (excellent, good,
regular, bad). The three hidden layers is constructed by 10 neurons each one and its
functions is to do a processing between the input layer with the output layer. The
topology was determined by proving different kinds of ANN’s, this topology was the
best in time processing and response. We found that there were not significant
differences with a bigger numbers of neurons in the hidden layer, and a lower number
of neurons the ANN’s had not a good response [10],[11],[12]. The activation

functions used were exponential; using about 400 iterations for the training, the mse
obtained was of 1x107.

4 10-10-10

Excellent
Good
Regular

Bad

Fig. 4. Topology of the ANN. The 4 input layer is receives the envir_onrpental
variables values, the four output layer is the response of the water quality in the
shrimp habitat.
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3.4 Water Quality Index

The measurement was tested with the neural network model; the results showed good
performance of the ANN, obtaining a water quality status, however for practical
reasons the output of the neurons was transformed for obtaining a index of water
quality WQI. this process was done using a fuzzy logic system. The WQI is obtained
in a range of [0,1], when the WQI is 0 means a bad water quality, in other hand if the
WQI is 1, means a excellent water quality, and the values between O to 1 represents
the good and regular status [8].

W Qi by Corwve ntional Methods
1.00 4 AR B
D Excellent
5 0504 ' g Good
2 \ O Regular
p Bad
!
0.00 . I A MU
1 S 6 7 e 1 13 16 17 19 21 23
Mesesurements

Fig. 3 The WQI is obtained by conventional methods.

WGl by ANN
1.00 - .
a,r : B i
i 3
goso- i <
: :
0.00 H A HH 0 H L o0 N
1 8 6 7 0 1 18 16 17 1 21 2

Me ssure ments

Fig. 4 The WQI is obtained by the ANN model.
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4 Discussion

In this work, we present a neural model that gives a diagnosis for fault detection in
management of water in shrimp; a mathematical equation that describes the behavior
of the environmental variables in water management is very complex to develop. A
research of the shrimp habitat was made for obtaining the environmental variables
that have the highest impact in the WQI.

An ANN can model non linear systems in aquaculture systems; the topology of the
network depends of how complex is the environment system. There are some
questions about the regression methodologies because their purpose is to find the
parameters that define the best linear approximation to the input and the output.

According with the results, the ANN gives a good diagnosis of the water
management. We can conclude that the model proposed is an excellent tool for the
diagnosis and detection of faults in modern shrimp ponds. The main advantage of our
model over other evaluating methods is: speed on the assessment of water quality and
its portability to another aquaculture system.
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Abstract. In this paper we are working in a new development of edu-
cational material for advanced courses in engineering. One of the hottest
issues is the implementation of different computer intelligence algorithms
in programmable logic technologies. We start this goal with the Hebbian
neural network as an introduction of neural network courses. This arti-
cle shows the design of neural networks using the Hardware Description
Language VHDL and its implementation in Field Programmable Gate
Arrays FPGAs. The code is totally open so that the user can verify the
value of internal signals and make modifications to the structure of the
design which can be very useful when a student is learning neural net-
works and digital design. The main advantages that are offered are that
the design can be totally monitored and modified, is portable and it isn’t

nhecessary to view designs like a black box in where we do not know the
internal structure of the system.

1 Introduction

Nowadays, programmable technologies have penetrated in many areas and places
in where technology is present. One of the best cases is the Field Programmable
Logic Array FPGA’s , and the evolution of these devices has allowed to increase
the density and capacity allowing integration of complete Systems on a Chip
(SoC), in addition, these elements are offered in low cost and low power con-
sumption devices. Designers have two options to obtain a design, the first one
is the complete design of the circuit and second one is to purchase existing de-
signs called CORE'’s that allows designers to use it as if they were a black bo.x
allowing to diminish dedicated effort. A disadvantage of the second option is
that it implies the cost of acquisition of these CORE’s. Although there are free
ones, these usually are tied to a family of FPGALt’s and this creates depende'ncy.
Another disadvantage is that they are not susceptible to be modified nor verified
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its internal state. From an educational point of view, this is unacceptable for our
requirements. On the other hand, design totally one circuit has the advantage to
offer independence of companies, can be portable to any device of any company
and with the characteristic to allow to students to use, monitor and even modify
the characteristics of designs as much as it is required(1].

The designed circuit corresponds to a hebbian neural network. In the field of
neural networks, the non supervised algorithm could be the denominated hebbian
learning method that consists of increasing the value of weights that join two
neurons if they activate simultaneously, and to diminish the value if they activate
on a differential manner. A hebbian neural network can be arranged in a single
layer or several: the inputs propagate to the internal layer, and when coming
out, and after the propagation, the weights change in the indicated form. The
hebbian learning is equivalent to an analysis of main components of inputs.

2 Hebbian neural network

In 1949, Donald Hebb gives the first learning law for an artificial neural net-
work; the main idea is trying to represent how the brain learns at the cellular
level [2]. In the brain, a neuron receives many inputs from a large number of
other neurons through synaptic connections. Hebb ‘s law states that if a neu-
ron A is repeatedly activated by another neuron B, the neuron A will become
more sensitive whenever both of them fire simultaneously. So, this learning can
be viewed as strengthening a synapse according to the correlation between the
activation levels of the neurons it connects. The neuron output signal ynet (k)
for the network in figure 1 can be expressed as [3],

Fig. 1. Hebbian neural network model.

Ynet (k) = sgn (}:w; (k) z: (k)+b) i=1,---,n
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where sgn(.) is the signum function. Given a set of training data (z;(k), y:(k)),the

learning law used to update the weight values w; (k) and the bias b(k) are,

w(k+1) = w(k) + zT (k)y (k)
b(k + 1) = b(k) + y(k)

Thus, if the correlation between the input and the output signals, which can
be represented by the product z7 (k)y (k) is positive, it enhances the strength of

the synapse weight value. Otherwise, if it is negative, the weight value should be
decreased [4].

This net is a linear associator network, since associate one or more pairs of
vectors (z(k),y(k)) so that given z(k) as the input, the network will produce
Ynet (k). Furthermost, when a vector close to z(k) is presented, the network will
produce a vector close to y;(k). The representation is (consider b(k) = 0),

Ynet (k) = z(k)w(k)

Suppose the network has learned to associate n pairs of vectors. That is,

wik) = 3T (k)y: (k)

Futher, assume that the vectors z1(k), z2(k),--- ,zn(k) are orthogonal and
of unit length (i.e, they are orthonormal): If J =1, zj(k)zi(k) = l;else it is O.
Then z;(k) can always be transformed into y;(k) by the network without error
because

zi(kywk) = 3 _ (25()T (k) wilk) = w;(k)

In a d-dimensional input space, the maximum possible number of orthogonal
vector is d. Thus, the number of vector pairs that we can associate exactly is
limited to d. If z; °s are not orthogonal, the we get an error when attempting to
retrive y;(k) using z;(k). This error € can be estimated by

€= Z (:BJ(k).’B,T(k)) yi(k)
i#j

In some cases, the weights w(k) can be chosen so that the error ¢ is small.

3 Real time design

In order to make this work, it was used the software provided by Altera d.e-
nominated Quartus II[5], this software allows to capture descriptions of circuits
using the VHDL Hardware Description Language, after that, it makes a synta.x
revision of code. Once the description in VHDL is the correct one, a synthesis
is made to transfer it to an equivalent design of gates and logic elements. It is
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Input|Output
T1|T1 K
11 1
1]-1 -1
-1 1 -1
-1}-1 -1

Table 1. Training set for the learning phase.

important to mention that after the synthesis it is possible to use a simulator to
verify the functionality of the circuit, that is, to verify that logically the design
behaves in a correct form when the corresponding inputs are applied to it and
the generated outputs corresponds to results expected by designers. When sim-
ulation is correct, it comes to make a process called “place and route” that has
the objective to locate and connect the different components of the design inside
the selected FPGA (Altera DE2 [6] with cyclone EP2C35F672C6 in our case).
With the obtained data, it is possible to be know the total amount of resources
used by the design, as well as the internal delays that are very important when
it is desired to make a timing simulation (essential when it is desired that the
circuit continues working when it operates to high frequencies of clock). These
tools allow to experienced users as well as beginners to make the process before
mentioned.

3.1 Set the experiment

From 2, we take n = 2 and we select the case of learning the AND-gate as shown

in Table 1.
Apply the learning laws in (1) to this training set and using as an initial
conditions Wy = (0,0), bo = 1, we obtain the following values:

W=(22) b=-1

Now we describe the main parts of the VHDL code that was used to imple-
ment the hebbian neural network.

Entity For educational purposes we design an entity that allows to the student
to manipulate different signals:

1. Clock signal: The student generate this signal to check the transitory values
of the weights and bias of the neural network.

2. Reset signal: The student set the initial values for the weights and bias.

3. Aprender signal: The student can set the neural network in learning and
testing mode.

As an output ports we manage four seven segment displays to show values
of the parameters of the network during learning or the testing steps.
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library IEEE; use IEEE.STD_LOGIC_1164.ALL; use
IEEE.STD_LOGIC_ARITH.ALL; use IEEE.STD_LOGIC_SIGNED.ALL; use
work.pack_red_heb_and.ALL;

entity red_heb_and is

Port (
clk : in std_logic;
reset ¢ in std_logic;
aprender : in std_logic;
disp_O_wl : out std_logic_vector(6 downto 0);
disp_1_wl : out std_logic_vector(6 downto 0);
disp_O_w2 : out std_logic_vector(6 downto 0);
disp_1_w2 : out std_logic_vector(6 downto 0);
disp_O_b : out std_logic_vector(6 downto 0);
disp_1_b : out std_logic_vector(6 downto O);
disp_O_y : out std_logic_vector(6 downto 0);
disp_1.y : out std_logic_vector(6 downto 0)

);

end red_heb_and;

Architecture This fragment of code shows the implementation of hebbian neu-
ral network in two ways: the learning and the testing modes.

architecture una_neurona of red_heb_and is
begin
process(clk, reset)
begin
if reset=’1’ then
w1l <= "0010";
w2 <= "0011";
b <= "0001";
y <= "0000";
elsif (clk’event and clk=’1’) then
if aprender=’1’ then
w1l <= wl + rom_x1 * rom_y;
W2 <= w2 + rom_x2 * rom_y;
b <=b + rom_y;

else
I <= rom_x1 * wi + rom_x2 * w2 + b;
if I < 0 then
y <= "1111";
else
y <= "0001";
end if;

end if;
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end if;
end process;
end una_neurona;

Since this kind of neural network uses bimodal format (+1,-1) we use the
two's complement representation for the output of the seven-segment displays.

3.2 Simulations

Now we present the simulation results of the VHDL code in figure 2. Here both
phases are reviewed, first the learning signal (aprender) is activated, so we can
see how the transitory values of weights w;, w2 and bias b change in,

disp_O_wi1, disp_1_wl, disp_O_w2, disp_1_w2, disp_O_b, disp_1_b

Then, the testing mode starts where these values are fixed and we send other
input values to check the response of the neural network yne: in,

disp_O_y, disp_1_y

Due to the response is correct, we successfully finish the simulation and we
proceed to download this program to the FPGA.

For this implementation we use 53 logic elements, 59 pins and 4 embedded
multipliers, that is < 1 percent of the total resources of the Altera Cyclone
FPGA.

4 Conclusion

From an educational point of view, the design and simulation of neuronal net-
works as well as its implementation in programmable logic devices constitute an
important element in formation of students related to design of digital circuits,
electronics as well as digital control and related areas. Although commercial
designs exists from several companies, its use generates technological depen-
dency, therefore to provide a description with Hardware Description Languages
such as VHDL in this case allows to have an open technology which does not
have dependency disadvantages and even allows the access to all internal signals
and full modification of the structure. Students of graduate and undergraduate
courses can take advantage of this contribution to improve their abilities. After
the simulations and the implementations, the design proved to be very efficient
for demonstrations and practices in laboratory.
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Fig. 2. Simulation waveform of the hebbian neural network.
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Abstract. Currently, the number of companies that provide diagnosis, repair
and maintenance services to the electronic control modules - ECMs of the
vehicles is very limited. Even though the demand of the service is still
unsatisfied, the possibility of expansion of this companies is limited by the need
of an engine simulator to semi-automate the ECMs diagnosis process. To fulfill
this requirement, the present paper describes the design, implementation and
testing of an electronic device that simulates the clectrical signals generated by
the sensors and transducers commonly installed on engines. The device was
programmed to simulate different models of commercial engines and to
perform automatically the standard procedures followed to identify the most
common failures of the ECMs.

This device incorporates systems to guarantee the integrity and safety of the

information gathered during the diagnosis process and the physical integrity of
the ECMs being diagnosed

Keywords: Engine simulator, ECMs, engine sensors, diagnosis.

1 Introduction

Currently 100% of the commercial vehicles have electronic control modules — ECMS
to control and optimize the vehicle operation. These ECMs receive the information
generated by the sensors and transductors installed around the vehicle. The variables

monitored in a vehicle are essentially the same regardless of the manufacturer. Most
of them are related to the engine operation.

ECM s use the information coming from sensors to [']:
* Display to the driver the operational conditions of the vehicle such as speed, fuel
level, oil levels, etc.
Regulate the vehicle operation by controlling its different actuators, as for
example: fuel injectors, fuel pump, etc.
* Diagnose and display the vehicle functional problems

© A. Argilelles, J. L. Oropeza, O. Camacho, O. Espinosa (Eds.)
Computer Engineering.

Research in Computing Science 30, 2007, pp. 89-95



90 J. 1. Huertas and N. Navarrete

Although.the .ECM‘S were designed to stand the adverse conditions of operation to
which a vehicle is typically exposed to, the cases of faulty ECMs have become more

frequent.
Vehicles manufacturers recommend replacing faulty ECMs by new ones.

Nevertheless, this solution is not reasonable for the case of heavy duty vehicles where
in addition to the replacement cost, the high opportunity cost of keeping a vehicle in
standby during the delivery and calibration time needed by a new ECM must be taken
into account. Some companies have been created in response to this business
opportunity.

The diagnosis process is carry out connecting the ECM to an engine testing cell [2]
and a laptop with a specialized software. Then, a standard procedure is followed
where the engine is operated under different working regimes.

This procedure requires to have available an engine of the same specifications of
the one for which the ECM was originally designed and programmed. Consequently,
these companies have been forced to count with a representative sample of the engine
models most used in the region where they are located. In practice, these companies
must acquire an engine whenever a new model is launch to the market.

Finally, after the failure is identified, staff with specialized knowledge repair the
ECM and perform the physical tests required to guarantee the quality of the service.
These know how is the main barrier to the incoming of new competitors in the
market.

The high cost of the required infrastructure and the need of preserving its “know
how” have limited the expansion of these companies. As an alternative, the
companies have proposed to semi-automate the diagnosis process so that it could be
performed in several subsidiaries and to concentrate the repair process in the company
headquarters.

Considering that for the diagnosis purposes the engine testing cell is simply a
source of electrical signals, here it is proposed to design a device to simulate those
electrical signals that come from the engine to the ECM. To address this need this
paper describes the design and implementation of an engine simulator to diagnose

ECMs.

2 Engine Simulator

The engine simulator is a device that generates in its respective operational ranges and
signal nature, the electrical signals that the sensors and transducers installed on the

engine produce at different work regimes [°).
The design of the simulator should take into account the following parameters:

2.1 Engine Simulator Design Parameters

Besides to generate the signals that simulate the engine at different working regimes,
the engines simulator must fulfill the following characteristics B



Engine Simulator for ECMs Diagnosis 91

e Real time operation.

Display the value or state of each one of the variables that controls and monitors
the performance of the engine. It must report the physical value of the measured
variable instead of the representative electrical signal generated by the sensor.
Table 1 lists the main variables to be considered.,

Include protective systems to avoid electrical overloads to the ECM.

Include a self-diagnosis system to verify the correct operation of the simulator
Allow its reconfiguration to simulate different engine models.

Generat; the typicfil values that are commonly reported by the sensors installed in
the engine when it operates at low, medium and high load under steady state

conditiqns. kais involves, for example, the simulation of the engine temperature
that typlcally 1s reported by this sensor when the engine operates at low, medium
and high load.

Al]ow the mfmual variation of the most important variables. This allows users to
simulate arbitrary work conditions of the engine and to induce, on purpose, errors
in the sensors and transducers.

e Include a multipurpose data registration system. It could be used for example, to

save resu!ts of'a dia'gnosis process made with the simulator. It should contain the
operator identification, date, ECM model, type of tests performed, ECM error
codes, etc.

Include a security system to restrict the use by non-authorized users.

e Operate under adverse environmental conditions of temperature, humidity,
vibration and shocks.

Table 1. Set of variables that usually area monitored in an engine.

No VARIABLES No VARIABLES
1 | Engine speed 11 | Brake switch

2 | Accelerator angle 12 | Test signal for diagnosis

3 | Engine position 13 | Cruise control signal Set/Resume
4 | Intake pressure 14 | Cruise control signal On/Off
S | Barometric pressure 15 | Engine break - On/Off

6 | Coolant temperature 16_| Ralenti - Increase/Decrement
7 | Intake manifold temperature 17 ] 1gnition

8 | Oil temperature 18 | Coolant level - High/Low

9 | Oil pressure 19 | Injector 1/2/3/4/5/6

10 | Clutch switch

2.2 Simulator Design

The engine simulator has the following internal modules:
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Power
Communication
Control

Data storage

User interface
Signal conditioning and electrical protections

Figure 1 shows the different subsystems that are included in the simulator. Next, a
description of each module is presented.

User

g
:
5
o

ECM

. Communication
J Module

1L

r Computer

Fig. 1. General configuration of the engine simulator.

Power module. It provides the energy that under normal conditions the battery of the
vehicle provides to the ECM. Additionally, this module is the power supply of each
one of the electronic devices included within the simulator. For its operation, the
power module requires a 120V AC connection. The module has a capacity of

200Watts distributed on voltage outputs of +12V and £5V. [*].

Communication module. It is designed to control the serial communication with any
computer under RS232 protocol. It also includes a software developed in Java [°] to
download the information stored in the simulator through a user interface.

Control module. It is the main module of the simulator. It includes a commercial
microprocessor. It sends instructions and information to the other modules using a

data bus under the 12C protocol.
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This module contains the information related to the calibration curves of sensors

and transducers and the routines for the self-diagnosis of the simulator, ECM errors
report and data storage.

Data module. The main components of this module are a real time clock and a serial
memory ‘EEPROM of 2kbit which are controlled by the control module. Its main
function is to acquire and store the information gathered during the diagnosis process.

The stored information is used to evaluate the performance of the simulator. In the
near future the historic information stored in the si

| mulators will also be used to design
new test procedures to identify ECMs problems.

User interface module.

This module
microcontrollers [].

includes 3 commercially available

As input elements this module has a matrix keyboard. This element allows the user
to enter passwords, values or to choose the

) standard test to be made. Additionally,
there are switches and knobs to allow users, in an independent way, to control the
ignition module and the value of each variable,

As output elements this module has ind
liquid crystal display - LCD. These device
value of the different variables that are bein

icators leds, 7-segments displays and a

s allow the operator to know the state or
g simulated.

The user interface module make possible the interaction with the user to change the
configuration of the engine simulator, select between manual o automatic operation,
carry out standard test, perform a self-diagnosis test, modify the calibration curves of
sensor and transducers, display the information stored in memory, include new users
and create and change passwords. Different Security passwords are handled to protect
the different levels of information and operation of the engine simulator.

Signal conditioning and electrical protections module;
electrical signals that simulate each of the sensor and

most of the cases, the sensors generate analogous signals [*). To simulate these
signals, 8-bit digital potentiometers controlled through I2C data networks were used.
The speed sensor and the crankshaft position sensor generate signals that have the
form of a square wave. For these cases, the PWM modules of a microcontroller of the

same family than the mentioned before were used to simulate them. The variables
that are controlled through switches do not require any additional type of control
within the engine simulator.

This module generates the
transducer of the engine. In

3 Implementation and Operational Tests

Electrical circuits were designed to perform the operations described before. In all the
cases commercial components with the latest technology were used. Additionally, it
was designed and manufactured a chassis to keep the electrical circuits and to place

the user interface components described previously. Figure 2 shows the first prototype
of engine simulator manufactured.
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Fig. 2. Engine simulator manufactured to diagnose ECMs.

Currently, a set of operational tests has been performed on the engine simulator
prototype to evaluate its performance. In addition, a set of physical endurance tests
has been performed to verify its resistance to adverse conditions of vibrations,

temperature and humidity.
As future work it has been considered to use the information stored in the data

module to strengthen the current standard tests and to design new standard tests to
diagnose the most frequent ECMs problems.

4 Conclusions

An engine simulator was designed and manufactured to semi-automate the diagnosis
process of ECMs problems. This device integrates the state of the art technology to
process, condition, transmit and store information. The device simulates the nature
and intensity of the electrical signals generated by the sensors and transducers
commonly installed on commercial engines. It can simulate different models of
commercial engines. The device was programmed to carry out in an automatic way a
set of standard tests to identify the most common ECMs failures. It incorporates
systems to guarantee the integrity and safety of the information gathered during the
diagnosis process and the physical integrity of the ECMs being diagnosed.

Currently, a set of operational tests has been performed on the engine simulator
prototype to evaluate its performance. In addition, a set of physical endurance tests
has been performed to verify its resistance to adverse conditions of vibrations,
temperature and humidity.

As future work it has been considered to use the information stored in the data
module to strengthen the current standard tests and to design new standard tests to
diagnose the most frequent ECMs problems.
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Abstract. Secure processors have been proposed as the solution for problems ip
computer security such as hardware attacks, viruses and intruders as well as pi-
racy of software. Researchers have proposed several techniques based on en-
cryption of memory contents where the processor is the only capable entity of
decrypt that information before use it. It is evident that encryption and decryp-
tion processes increase security levels on computer systems but there is a real
penalty on processor performance due to the higher memory access latency.
This paper shows the effect on performance of secure processors using tempo-
rized techniques for memory page encryption. The main objective is to show
performance loses when secure processors are compared with baseline architec-
tures (insecure processors). Performance loses are well justified with the major
security level offered with the inclusion of encryption and decryption system.

Two cases are evaluated: the first one using Direct Encryption mode and the
second one using Counter Mode Encryption.

1 Introduction.

Nowadays, new attacks to computer systems constantly appears and they are pro-
duced by malicious software that take advantage of operating systems vulnerabilities
and hardware weaknesses in computing systems. Duplication in an illegal way of
software (piracy) [1] is also a very important problem; causing millionaire loses to
software industry. To reduce these problems, several techniques have appeared_at
microprocessor level [3]. In these techniques the microprocessor is the only entity
authorized to access to information, any other hardware component is considered
vulnerable to the attacks due to the fact that anybody can be monitoring the.infonna-
tion flowing through the buses [4]. Programs are then stored in memory in an en-
crypted form and only can be decrypted on-chip, taking into account that the encryp-
tion engine is usually placed between level two of cache and main memory.

This paper shows the effect in the performance of a superscalar processor due to the
inclusion of an encryption and decryption system including the capacity to encrypt
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pages of main memory at regular intervals of time, changing on every encrypted page
the key to be utilized in order to raise the security level. It is clear that this encryption
system will add more latency to main memory access and this will affect the overall
processor performance. It is important to find a well balanced configuration between
memory page size and the period of time used by page encryption in a manner that
performance will not be affected severely and it can offer an adequate security level.
This work contains a methodology used to evaluate the proposal (temporized page
encryption) which uses an execution-driven simulator to obtain detailed statistics of
realized experiments, results obtained are included also and finally we have conclu-

sions and bibliographic references.

2 Encryption of memory in secure processors.

On previous work it has been proposed to encrypt data contained in main memory
to offer a good security level against attacks [2]. The encryption and decryption
system is usually inserted between level two of cache memory and main memory
due to it is the place where processor performance is degraded in a minor quantity
and because of the fact that levels one and two of cache memory normally reside on
chip, it is used also as a bus interface with an insecure external world. When the
processor performs a read operation to main memory, the data obtained must be
decrypted to be used by the processor; likewise, when a write operation to main

memory is performed the data must be encrypted before.

There are two approaches to do this: the first one is called Direct Encryption
Mode where the encryption/decryption engine is placed serially between main mem-
ory and the second cache level. This mode encrypts and decrypts data moving be-
tween level two of cache and main memory. This encryption mode has the character-
istic of exhibit the whole latency of encryption system and then an access to main
memory increments its normal latency adding the encryption engine latency result-
ing in a higher total latency. The second approach is called Counter Mode. Unlike
Direct Encryption system it does not need to wait until data arrives from memory (it
does not work serially), instead of that, the system encrypts already well-known
information at the moment of the access to memory such as memory address and/or
the value of a counter, producing a new data called data pad which can be used for
encryption or decryption. The data pad is calculated in parallel with memory access
and the encryption/decryption latency is hidden with the memory access latency.
When data read from cache (or ready to be written) and data generated for encryp-
tion engine (data pad) are available then both are XOR’ed to produce a new data
decrypted to be read (or encrypted to be written). Latencies showed by Direct En-

cryption and Counter Mode Encryption are depicted on figure 1.

We can notice the minor total latency of Counter Encryption Mode. For encryp-
tion/decryption is usually utilized the AES algorithm (Advanced Encryption Stan-
dard) which is an algorithm of fixed parameters. The AES requires as input a data
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block of 16 bytes. In order to encrypt a cache memory line of 64 bytes, four AES
blocks are required as shown in figure 2.

l;MEMORY LATENCY ' ENCRYPTION LATENCY I

DIRECT ENCRYPTION MODE

MEMORY LATENCY
—]

ENCRYPTION LATENCY  TME

]
1

COUNTER MODE

Fig. 1 Two approaches for encryption/decryption

The encryption or decryption process can use always the same key, which repre-

sents vulnerability due to the possibility that the algorithm can be broken by an ex-
pert intruder.

CACHE MEMORY
1648
I I e |
ENCRYPTED | |aes | |AEs| [aES | |AES
. PAGES T T T
6B  16B T 16B 16B
T64B ,
1648
MAIN MEMORY

Fig. 2 Encryption and decryption circuit detail.
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Other option is to change the key after certain number of encryptions and decryp-
tions, however when the key is replaced the main memory must be re-encrypted
causing that system could be stopped a large interval of time (in the order of sec-
onds) in a system working at frequencies in the order of Ghz. To improve security in
a computer system without important performance degradation we propose a system
where periodically keys are replaced using a pull of keys, even more, we can use
different keys for each memory page, as we are going to explain in the next section.

3 Proposed architecture.

Our encryption system is shown in figure 3. The main memory is divided in
pages of fixed size (e.g. 4KB). There is a timer that activates the mechanism for key
replacing periodically at regular intervals of time. Keys are generated in a random
form. Every time this mechanism is activated, a memory page is decrypted using the
old key and re-encrypted using the new key. Afterwards, the encrypted information

is sent back to main memory.

CPU

i
CACHE L1

1

CACHE L2 TIMER

—

ENCRYPT/DECRYPT

MAIN MEMORY

KEYS

3

Fig. 3 Proposed architecture.

At the end of the period, a new page of main memory will be selected for re-
encryption following a Round Robin scheme. The new encryption process will use a
new key (and a new one for every page) to offer a higher level of security in com-
parison with proposals which use only one key for whole memory.

Using this new page encryption model the security level increases without impor-
tant performance degradation. In order to know what memory pages are active on
memory, the processor has a special group of page registers working together with
operating system which is the responsible of resource management (memory in this
case). The processor includes a set of special registers to store the old key for de-
cryption (it comes from main memory) and other one to store the new key that will
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be used for page re-encryption before are sent back to main memory. It is important
to notice the following fact: when a page is re-encrypted, information pass through

the decryption circuit and data is sent back directly to main memory without affect-
ing the cache contents.

4 Methodology.

We have evaluated our models using the simplescalar 3.0 simulator tool set which
performs a very detailed simulation of a superescalar processor with out of order
execution [5]. The simulator was configured as an Alpha 21264 because this archi-
tecture has been considered the best superscalar processor at its time of appearance.
This processor contains two level 1 cache memories (Instructions and data) of 64 KB
2-way associative with 64 byte blocks. The second level of cache is unified with size
of 1 MB being 8-way associative with 64 byte block. The SPEC CPU 2000 was used
as a benchmark set, which is composed of twelve applications fixed point and four-
teen floating point programs. In this work the performance is monitored whenever
we chang.e the page size or the period of time for page re-encryptions. Five hundred
Tnillions? Instructions were simulated for each program skipping the first 1 X 10°
Instructions with the aim of eliminate initialization effects on statistics. Results are
shown in terms of IPC average for the 26 SPEC CPU programs.

S Evaluation.

As we can see on figure 4, our reference is the bar labelled as baseline, which
corresponds to an insecure processor and corresponds to the maximum performance
attainable. We compare the baseline with Direct Encryption Mode (XOM) using
pages of 4 KB, encrypting every 1,000,000 cycles and 100,000 cycles (XOM+1e6
and XOM+1eS respectively). We can notice that performance is diminished signifi-
cantly with the inclusion of encryption engine. Direct Encryption reduces perform-
ance to 90,84% in average respect to the baseline but including page encryption every
1,000,000 cycles performance degradation is minimal (descends to 90.23%) . If page
encryption is now realized every 100,000 cycles the performance degradation is more
important (84.73%). It is clear that increasing security (reducing re-encryption’s pe-
riod) performance will be reduced in a major form. Figure 5 shows how the page size
impacts on performance. We consider pages of 4 KB, 8 KB and 16 KB (labelled
XOM+4K, XOM+8K and XOM+16K respectively) and there is a comparison with
baseline and Direct Encryption Mode (XOM). It is evident that increasing page size,
performance decreases. In this case, page re-encryptions take place every 100,000
cycles. With pages of 4 KB the performance is 90.23% respect to the baseline and
85.62% for pages of 8 KB. The performance is even worse with 16 KB pages, where
it is reduced until 69.84%. Figure 6 shows results with a period of 1,000,000 cycles
between page re-encryptions. We can see that with a higher period the latency of
encryption system is better hidden. As it is depicted, page size could be bigger a}nd
the system is less sensitive to the latency inserted by the encryption engine, having
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performances of 90.65% on average respect to the baseline with 8 KB pages and
88.04% with 16 KB pages.

Performance comparison

105,00% ’-109:00';‘,
100,00% +- —— ——
95,00% 90,84% 90,23% """~
90.00% - S Ce— iz 84,73%—‘
85,00% | [

80,00% +—
75,00% -+

IPC average

Fig. 4 Direct Encryption Mode with 4 KB pages and different periods.
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Fig. 5 Direct Encryption Mode with page encryption every 100,000 cycles.

On the other hand, figure 7 shows results for the Counter Mode Encryption sys-
tem, the insecure processor is labelled baseline and represents the maximum perform-
ance attainable by the system. The Counter Mode only encryption system corre-
sponds to the bar CM, and when we include page encryption every 1,000,000 and
100,000 cycles (labelled CM+1e6 and CM+1e5 respectively). Is evident that per-
formance loses are lower than Direct Encryption Mode, in fact performance reduc-
tions for CM+1e5 is less than 5%. Figure 8 depicts the case of page re-encryption
every 100,000 cycles, showing that we can select page sizes of 8 KB having the per-
formance loss to approximately 10%, better than Direct Encryption case.
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Performance comparison
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Fig. 6 Direct Encryption Mode with page encryption every 1,000,000 cycles.

Figure 9 corresponds to the case of page encryption every 1,000,000 cycles. Re-
ducing the period of time between re-encryptions the system is less sensitive to an

encryption process. We can notice that page size of 32 KB represents a performance
loss of less than 5%.

Comparison of performance loses give us an idea that Counter mode is better in
terms of performance instead of Direct Encryption which have better levels of secu-

rity (by the fact that Counter Mode exhibits part of information through the buses for
example).

Performance comparison
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Fig. 7 Counter Mode Encryption with 4 KB pages and different periods.
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Performance comparison
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Fig. 8 Counter Mode Encryption with page encryption every 100,000 cycles.
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Fig. 9 Counter Mode Encryption with page encryption every 1,000,000 cycles.

6 Conclusions.

As it is studied in this work, to include an encryption system reduces processor per-
formance in an important manner, if additionally we insert the temporized page en-
cryption technique we are adding additional loss. These performance loses are well
justified in terms of increased security. We can eliminate 10% of performance in
order to gain a higher level of security. Evidently, choosing an adequate period for
page re-encryption and the page size could increase even more the security of the
system. Direct Encryption is better in terms of security but Counter mode is better for

system performance.
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Abstract. Fuzzy control has growing to many applications in the course of time
since it was developed at early 60’s. Recent works as they increase in
complexity require every time more calculations; this is why usage of specific
fuzzy hardware is becoming more suitable 1o satisfy processing time demands.
It has been noticed that conventional fuzzy processors and simulators use
operations such as multiplications and divisions over an input space given by
the number of resolution bits used, this is reflected in the total time consumed
to give a crisp result out from an input. To reduce time consumed we avoid
usage of these equations by replacing them with adders and shifting. As
representation of real functions in binary terms is really not continuous,
membership functions are not represented at all elements, they are discretized
into m quantization levels called o —levels which are on dependence of the
number of resolution bits used for membership universe space and is
independent of bits used for input space. There is no simulator that let us
visualize how inference procedure is performed in terms of integer numbers as
they are used by the computer architecture, on this work a “Digital Fuzzy
Inference Engine Simulator (DIiFES)”, which is realized to satisfy fuzzy
hardware design demands according to mentioned representation, is presented

in order to visualize inference procedure at a hardware equations level to make
easier this design process.

Keywords: Fuzzy Logic, Fuzzy Sets, Defuzzification, Discrete Numbers,
Quantization, Inference Simulation.

1 Introduction

Since the first application of fuzzy logic to control a steam engine realized by
Mamdani at 70’s [1], several applications have grown up, among this we can mention
Sugeno’s work on an automatic parking car [2], high performance applications on
water treatment [3][4], nuclear reactors [5][6], robotics[7], pattern recognition [8]
and physics experiments [9], among others.

Fuzzy logic has been widely accepted because it can be used to efficiently translate
human knowledge into control rules for different applications. It has been shown_ that
a fuzzy inference controller is robust and gave better results than convennona.ll
controllers. There are researchers that have shown all advantages that fuzzy logic
controllers offer, considering them as universal aproximators [10][11]{12]{13].
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While applications are extended to more complex processes that require faster
processing speed, they have turned to use specific inference hardware. First digital
fuzzy processor was realized by Watanabe and Togai at 1985. Since then, many
interesting architectures have been presented [14], [15], [16], [17] y [18]. Each of
them has improved the processor features, obtaining every time less complicated
hardware that realizes inferences faster, consuming less processing time and
decreasing number of hardware resources.

With FPGA boom, because of its binary reprogrammable capabilities, some
researchers have wused this dispositive to implement fuzzy hardware
[19][20][(21][22][23], on this works digital circuitry is adapted according to the
mathematics of fuzzy logic. The tendency is to avoid as possible time consuming

operations as multiplications and divisions, these two operands need many instruction

cycles to give a result.
Actually there is no simulator system where all steps required to implement digital

algorithms of fuzzy logic are visualized, on this paper we give an approach to this,
first, we give an introduction to fuzzy control where general controller is shown to

explain its blocks digital realization on consequent chapters. A simulator on
C++Builder programming language, was realized with equations shown in content, to

finally give some results and conclusions.

2 Fuzzy Control

The parts which compose a fuzzy controller are shown on Fig. 1; outside the dotted
line is the crisp type environment of the controller. Fuzzifier and defuzzifier are
translators between crisp and fuzzy numbers at input and output respectively; rule
base contains all the rules that describe system behaviour from where inference
decides which rules use to make a decision. Each block is commented on following

parts.

Rule
Base

A 4 \ 4

[::> Fuzzifier » Inference Defuzzifier >

y

| Fig. 1. Fuzzy controller blocks.
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2.1 Fuzzifier

First block from left on Fig. 1 corresponds to the fuzzifier stage where the real
input value is mapped into the corresponding universe of discourse, on binary
numbers this is called discretization or quantization of input universe into m number

of a —/evels [24] and a membership value is assigned to each of n points in x.
As mentioned before, the operator fuzzifier can take different forms, on this

document « —levels are used to assign different membership values to a
membership function in the following way:

Let M be a trapezoidal membership function,
withx; € X;i=0,1,...,n,X €[0,2"” —1]; the number of points in x axis, and m
discretization levels that give the resolution on y axis. Let’s assume that we have the
base of M with height equal to 0 or &, in the range from x=0 and x=n; calling these

two points initial (x;° ) and final (x7°) values respectively, this segment will be
called the base and its length is given by the following equation (1):

Lenght, =x7° —xg° ¢))

As we are using integer numbers, @, will have height equal to O, then its area is

equal to 0, this is an interval defined by the length of the segment and is used just to
know if input x corresponds to this function as on (2).

IF x e|x@,x% |THEN x e M @)
A
M
a’". -tmimimemimomenms
'..’ \-.t
Q, =f--mrmre : S
az.. .......
art{; :
-'_.-"' "...... .
a, = .
a m-l Q&
Xo'Xg' Xo® Xo™ Xg"  XpmXmxT X X

Fig. 2. Discretization of a trapezoidal membership function into ¢ — Jevels .

Every & —level for a membership function will be then defined by the following
four parameters: M is the name of the function and is used to group a —levels,

Xo" is the initial point and X7~ is the final point of the interval; @, is the height or
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membership value for all the elements in [x:“ ,x;' ] Fig. 2 shows a discretization of
a membership function with m a —levels and n = x7° points on the space of X.

The whole M membership function is then defined by the set of all its a —/evels

which describe it totally.
To evaluate a point on M we check first (2) and if true we can test on which

a —levels of M this point matches and keep record of which was the higher
membership value, and the name of the function. With this information for each
function activated we can perform inference procedure, which will be shown on the

following section.

2.2 Mamdani Inference

Inference procedure used here is Mamdani form corresponds to middle blocks on
Fig.1, exemplified on Fig. 3 with a two input-one output fuzzy system, with two and
three membership functions respectively; x € X,y €Y,ze Z to form truth table,
there is an output function activated for each pair of inputs. When two points (x, y) are
evaluated as input, they can be operated with any 7-norm or r-conorm to realize
conjunction or disjunction, this gives as result the height on @ and the membership

function to be evaluated.

G
2 S P M G
Y
o P [ M
I >
F _ G
% z

Fig. 3. Mamdani Inference Example

Let us consider as example: an input value is in M membership function when (2)
is true, min operator is used between x and y inputs to set the height of the rule to be
evaluated according to expression (3), z is a one-dimensional weight vector used to

obtain the shape of output which is completely defined by its @ —levels .

Z; = min(a'xl .a, );  0<i<Rules, &)

Next step is to create homogeneous intervals, this is realized using min and max
operators on each level for each activated function obtaining the length for output

function, this is repeated for eacha; < @, until reaches maximum membership
valuea,,, , the initial and final points are obtained with (4). The resultant set of

a —levels is aggregated to obtain the area, this is realized with (5). Up to now we
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have described the shape of resultant function, which is next, is to defuzzify and
obtain a crisp output in the following section.

z o PP am aG’ aGG 4
o 2y =min\zg' ,25' 524" »Zg' 4)
i 1 re G a®? «G%
z7 =max\zy' ,z5' ,z5' ,2zg

4 =3 - e ”

i=0

2.3 Defuzzification

There exists many mecthods to defuzzify, right block on Fig. 1, all of them satisfy different
precision nceds and speed requirements, most commonly used on literature for digital
implementations are center of gravity COG [25], center of average [26], among others. A good
rescarch on this is found at [27], where new mecthods are introduced and compared with
previous ones. Another form of fast defuzzifier is on [28).

We have distinguished that all of this methods need at least k-1 iterations
according to the input spaces given by 2" where n is the number of bits used. We will
use Center of Slice Area Average defuzzifier, on which we need a,... iterations and

sum midpoints of every Q; , then divide them between the maximum « reached, this
is expressed by (6). As example on Fig. 4, there is a case where m=4 here, the 4
centers are shown for every ; , and output is marked as COSAA.

COSAA
4 il
3 R
2 ' B
! : L»
z.?
z
z>
z%

Fig. 4. Center of Slice Area Average
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Qe (x‘f't _xo“:) a, (6)
COSAA = ; 2 o
- QA ax

3. Fuzzy Inference Simulator (DiFES)

Methodology presented here was simulated on a C++Builder program on which every
inference stage was implemented according to equations (1-6). Here two inputs with
two membership functions each and one output with three membership functions as
on Fig. 3 is discretized at 2 bits for membership i.e. four @ —/evels , and 4 bits for x

axis, i.e. 16 values on the input universe.
DIiFES Simulator is divided on four sections: Input Functions, Output Functions,

Inference Evaluation and Defuzzification is the last section, following sections detail

them.

3.1 Input Membership Functions

First section corresponds to the input functions for both inputs x, y shown on Fig. 5
where correspondent functions are for x input: SMALLX and BIGx, for y input are
SMALLYy and BIGy, they are shown separately with the objective of visualize them in
a better way. Numbers that compose each function are used to identify its
membership value, which is at least 1 and at most 4. These functions are identical for
each input and are defined by equation (7) for SMALL and (8) for BIG, where can be
noticed that equations correspond to trapezoids defined by intervals and are
overlapped each other. As can be seen and as we are using two bits to represent
membership value a continuous function can not be represented because of

discretization.

SMALL X SYALL Y
PRV T DN BAA4s 5 s w5 5 575 55 &8
33333333 ------- 33333333..------
222222222222- - - - 222222222222 - - -
IRRRRARRRRRRARENR IRRRRRRRRARRRRRE!
BIG X BG Y
............ 4444 O ey 7 ' T |
-------- 33333333 eeee.++.33333333
-..222222222222 --+222222222222
IRRRARRRRRARRARA] IRRRRARARRERERERR

Fig. 5. Input Membership Functions for x and y.
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Wigeivs [0,3] @
Hsmare =7 _ “M;X x+4, [3,15])
Tnax y [0,12] ®
Hpig = 12
Eazixs [12,15]

Following code is realized to create the set of @ —levels that define input
membership functions (7) (8) for the variable x.

For (int a=0; a<=3;a++) //**********SMALLX construction

MF(a).function=1;

MF(a).start=0;

MF[a).end= 15 - 4°a;

MF[a).area = (MF[a).end - MF[a].start) +1;
MF(a).alfalevel=a+1;

For (int a=4; a<8;a++) //*********BIGx Construction

MF(a).function=2;

MF(a].start=4*(a-4);

MF(a).end=15;

MF(a).area = ((MF[a).end - MF(a).start)+1);
MF(a).alfalevel=a-3;

3.2 Output Membership Function

Second part corresponds to output membership functions for output variable z, they
are SMALLz, MEDIUMz and BIGz; these functions are defined by the equations (9-
11), Fig. 6 shows simulator output membership functions, according to the equations
mentioned. Discretization is like on previous section at 2 bits for membership and 4
bits for input space.

aMAX ’ [0’ 2] (9)

Hsuavts = _—afgx x+4, [2,8]
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a (10)
MAX x —4, [4,7]

3
Hrepiurse =\ Capx s [7,8]

—1‘3"‘—"’—x+ll, [4,7]

an
Cuax x4, [7,13]
[13,15]

SMALL Z

9 MEDIUM J =+ -~ g
1

: 3
. BGZ |......... 222
: 1

Fig. 6. Output Membership Functions

3.3 Inference Evaluation

Third section of simulator is where crisp inputs are introduced for x and y over the
input universe (4 bit), on top of Fig. 7, these values are evaluated on input
membership functions for each when pushing EVALUATE button.

POINT X0 POINT Y3
v ! n h
sy 4 I+ n
L BX

Fig. 7. Inference Evaluation

Down evaluation button, there are two columns labelled SX and BX, they
correspond to membership functions SMALLx and BIGx respectively; the rows are
the same for y input, SY, BY correspond to SMALLy and BIGy respectively. Each of
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mentioned labels has a text box where membership value activated for that respective
input is shown, these values are used to generate rule weight matrix with the

intersection points using min operator as on (3).

3.4 Defuzzification

Afler stages mentioned, last to do is to obtain a resultant membership function, by
means of aggregation operator (5), and to get a crisp output from it using a defuzzifier
(6). Where figure is the resultant aggregated function, and COSAA is the crisp type
output value obtained from center of slice area average method. On top of Fig. 8,
there is aggregated output membership function which is used to obtain defuzzified

output COSAA as a crisp value over the output universe.

2

"AGGREGATED
OUTPUT

COSAA lﬂ_ N

Fig. 8. Aggregation and defuzzification of output membership function

4  Results
POINT X|4 POINT Y|4 POINT X [10 POINT v [14
(EvatuaTE] EVALUATE,
By |- = F By [4 2 B
s 5 E i2 sy [ ] h
3 [Z , 2 3
X B X 8%
' TSRS pre o 116 59915 " AGGREGATED | " - "o -- 33333
AGGREGATED | 55555555922220292  *  AGGREGATED |:©777- 22222222222
Cowr | IS B EASEEEEEEERRRRAN
cosaa [+ cosaa [10

Fig. 9. Simulation Results for Two Different Cases, a) x=4, y=4.b) x=10, y=14
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Simulator DIiFES presented here was tested for different pairs of inputs x, y, where
for each case a defuzzified crisp output was obtained using input and output
membership functions as mentioned on previous sections. As can be seen on Fig. 9a
and b and on Fig. 10 a and b, here are four different cases, on top there are inputs for
both points x and y, when evaluating this points, we obtain a crisp output at the
bottom part of each figure, as result of COSAA defuzzifier. It can be easily seen that
aggregated output membership function, changes its form according to the different

cases presented.

POINT X[1 POINT ¥ [14 POINT X[15 POINT Y [0
g [4 I I gy I e n
sy 1 n h sy 4 h Ja
T | O
X Bx X :
sxs: 5457 & some M wses oner o o Feeeee e 4l fonn
AGGREGATED | 7777533335777 AGGREGATED |77 17533335" 11 "
outPuT ARRRARRRRRRRRRA R . OUTPUT IRRRRRERRRRRARER]
L
cosma [T cosAA l_7' I
(a) )

Fig. 10. Simulation Results for another Two Different Cases, a) x=1, y=14. b) x=15, y=0

5 Conclusions

In this work, there appeared the tool of simulation DiFES, which was used to
demonstrate and to conclude that there is a form to represent fuzzy logic inference
engine by means of simple operations such as additions and shifting, which gives as
result a reduction on time consumed during complex calculation operands on
conventional implementations [25][26][27][28], which use at less n-/ iterations, our
propose iteration number is less or equal than the m number of & —levels that is
proportional to the number of bits used to discretize y axis into a truth space with
height equal to 2"-1.

The a —level method used to represent membership functions can be adapted to
almost any shape, because it is represented as square slices with & height and a
variable interval as its length and its resolution its on dependence on how many bits
are used to discretize membership values.

Defuzzification method used calculates the center of area of every slice that forms
aggregated output membership function, in terms of a-/Jevels and calculate an

average from them, requiring at most m-/ iterations.
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There justifies itself the need of the design of tools of simulation that allow us to

experiment with new proposals of hybrid systems fuzzy-hardware.
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Abstract. At the moment the models of
of the synthesis of voice in their stage
still is in an immature stage, but is o
greater potential; the model b
voice but with great flexibili
concatenation, that enjoys a
greater computational cost
possible to mention that gr
Stage front-end, since the d
breviations, acronyms, na
difficult solution; as well
the text here 10 translate.

greater use used for the implementation
back-end are: the articulator model, ll}at
utlined in the future like the modcl_ w1.th
y formants, that given its limitation an antificial
ty and intelligibility produces, and the modgl by
great popularity nowadays, nevertheless, require (?f
and it practically lacks synthesis flexibility. It is
eat challenges of the voice synthesis are in their
etermination of how to pronounce the numbers, ab-
mes, etc. they are possible to be turned prob!cm.'s of
as the correct analysis of prosody. It writes or it sticks

Keywords: Synthesis, back-end, Front-end, Formants, Glottal Excitation.

1 Introduction

The speech is the main form of communication between the people. A S)’mheS‘ze;_
of voice is a device able to create of artificial way articulated voice [1]. A type 0
synthesizer of voice is the call Text Speech System (TTS). The TTS has the capgc(l:t}){
to read any text aloud, or introduced by a user, or generated py a system of »
(Optical Character to Recognizer), or even pertaining when coming out of a system
consultation with data with the results of a request on the part of a user.

The fundamental difference with other systems talking (like it could be ahtapgsr;
producer), is that our interest is centered in the capacity to reproduce new p m: e
texts automatically, which eliminates of the process the idea th‘at a recqr.dm.g o .
mediates. Even so, it can that we need to refine plus our initial deﬁnmop. lS]ySl:a"S
that, for example, simply concatenate prerecorded words or phrases (typica lycation
systems of vocal answer), are only applicable when the vocabulary of the app ls TS
very is limited, of the order of few hundreds of words. In the context of system »
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Computer Engineering.
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it is almost impossible to raise the recording of all the words of the language, so that
he is more reasonable to define them as automatic production systems of speech,
through a process of transcription of graphemes to phonemes. It is capacity to read
must be distinguished to the language and geographic location of the user; since the
diction is different not only between languages, but that even in he himself language
(it does not sound identical the Spanish in México that the Spanish in Cuba). In this
sense, a good margin in México exists to work in voice synthesis.

A system TTS consists basically of two modules (figure 1), the module of text
analysis to which we will call “front-end” and the module of speech synthesis to
which we will call “back-end”. In the analysis module, the following operations are
made: normalization of text and abbreviations, syntactic analysis, semantic analysis,
syllabication, accentuation and converter grapheme-allophone (the most elementary
unit of the sound). Once analyzed the text, it is had a set of textual parameters that are
necessary in the synthesis process; for example, Mr. by Mister is translated and he is
indicated that the second syllable must go marked, eliminate the letters that are not
pronounced and the possible places of prosodic changes are marked.

Text Text parameters | Speech

Bedt analysis synthesis Symthetic voice

Fig. 1 Simplify diagram of TTS system

In the implementation of a system of voice synthesis first that we must consider it
is the model for the stage back-end. At the moment the synthesis is dominated by
three systems, that depending on the requirements of the application we must show
preference for one or another one. In order to sustain this idea, in the following points

we are going to describe briefly to each one of them.

2 Articulator Model

The articulator synthesizers provide synthetic voice of high quality, but its disad-
vantage is that the parameters are very difficult to obtain and to control them auto-

matically.
The voice wave is the answer to the system of filters of vocal tract for one or more

sources of sound. This affirmation, expressed in terminology of acoustics and electri-
cal engineering, implies that the voice waves have unique specifications in source

terms and 2 filtrate characteristics [2].
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The articulator synthesis determines the characteristics of filter of vocal tract by
means of the description of the geometry of vocal tract (like the size of the oral cav-
ity, the trachea and the position of the language, among other variables) and places
the sonorous sources within this geometry. These factors are related to each other to
produce a voice that is resembled in the greater measurement of the possible thing the
human voice. The articulator synthesis applies harmonic signals to the sonorous sig-

nal and establishes an analogy between parameters related to the articulator organs,
its movements and characteristics,

Parameters of

Acoustic model
the source

Synthetic
voice

: .
Area function of the
vocal tract

Articulatory model

T

Articulators
positions

Fig. 2 Basic structure in the articulator synthesis

Depending on the synthesizer, the geometry of vocal tract can be described in one,
two or three dimensions. The one-dimensional model represents vocal tract by means
of its function of area directly. The area function describes as the area of the represen-
tative one of the tubes of the vocal zone varies between the glottis and the opening of
the mouth. Assuming a one-dimensional propagation in tract, the function of the area
contains all the information to specify the characteristics of the filter. Therefore, with
respect to the acoustic simulation, the models bi-dimensional and three-dimensional
of the vocal zone also are transformed finally into a one-dimensional function of the

area. The advantage of the multidimensional models is that the form and position of
the articulator’s can be specified of a very direct way.

The artificial articulator’s of these models generally are controlled by means of a
small set of articulator parameters. The variation of these parameters in the time al-
lows that the function of area of vocal tract changes during a pronunciation. An
acoustic model is used to calculate the wave of voice from the sequence of the area
functions and its corresponding sources of sound.

In summary, an articulator synthesizer needs the following thing at least:
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« A geometric description of vocal tract implemented in a set of articulator’s parame-

ters.

« A mechanism of parameters of control during each word.
« A model for the acoustic simulation, including the generation of the sound sources.

The entrance for the acoustic simulation is generally a constant segment of the
function of area, corresponding to a zone of vocal tract integrated by several cylindri-
cal sections of a tube according to the illustrated thing in figure 3. The figure shows
how the vocal zone is excited by means of a glottal function of the speed of the vol-
ume (acoustic source) and radiates a sound wave of the pressure in the nasal orifices

and the opening of the mouth.

mouth cavity

Fig. 3 Three-dimensional model of the vocal tract [4)

The main problem of the articulator models is the enormous amount of internal pa-
rameters of control that need and make difficult to the coordination and derivation of
the parameters of control available to the entrance of the synthesizer; and on the other
hand, the great amount of information that is needed to obtain analyzing (in a three-
dimensional space) the position and the movement of the articulator organs of a per-
son that speaks normally, thing very difficult to measure in these conditions.

The idea that bases to this synthesizer makes us think that it is adapted to totally
reach the objectives of the back-end; nevertheless, not yet it has been managed to
model correctly to each one of the formants, thus we thought that although at the
moment it is not the system that gives better results, the constant improvement of his

characteristics will take it to be the dominant system.
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3 Concatenation Model

The principle of the concatenation is to
of pre-recorded sounds,
tained. Nevertheless,
one, which must reco
size of these units is

produce voice by means of the connection
with which a sound of intelligible and natural voice is ob-
the synthesizers by concatenation are limited by only talking
rd all the units of speech that the system is going to use. The
based on the naturalness that is tried to reach, this is, to obtain a
greater naturalness is preferable to use great units. The type of unit to concatenate is a

critical parameter to obtain a good quality of the synthesized voice: it is necessary to
arrive at a balance between the inter-segmental quality possible (to greater length of
the segments, less points of concatenation and therefore greater quality) and the
amount from memory necessary to store the prerecorded units. The recorded pieces
do not have to be words by two fundamental reasons. In the first place, the pronuncia-
tion of a phrase is very different from the one from a sequence of recited words sepa-
rately, since in a phrase the words last one more shorter than when they are isolated
and the rate, intonation and accentuation, that depend on semantic and syntactic fac-
tors, they are totally unnatural when recorded words are concatenated separately. A
second problem is the innumerable existing words in a language, if we consider for
example the own names, as wel] as the formation of words by means of suffixes, area
codes and conjugations. The syllable is an interesting unit very linguistically, but
there are a great number of them, Another proven unit is the phoneme, whose number
is smaller of 30, but the turn out to concatenate phonemes is not satisfactory due to
co-articulators effects between adjacent phonemes that produce changes of the acous-
tic manifestations of a phoneme depending on the context. The co-articulators effects
tend to diminish themselves in center acoustic of a phoneme, which took to propose
difonema, the voice piece that in the middle of goes from half of a phoneme the fol-
lowing phoneme, like the most satisfactory unit for the concatenation. In Spanish 900
can be considered about. In addition it can be necessary to introduce allophones dif-
ferent to make the distinction between the marked and atonics vowels or the inclusion

of triphone, that are an extension to groupings of three phonemes when the co joint
effects are so great that the segmentation in difonemas is not possible.

Although this system is the one that more com
become more and more popular,
cated (but very laborious),
and accessible, idem the
fundamental tone cannot
to define voice synthesis,
voice.

putational resources it requires has
partly because its implementation is not so compli-
and to that the systems of computer every time are quicker
memories. Nevertheless the parameters of the voice as the
be modified; for that reason, if we took like reference to [1]
Wwe noticed that this system does not make true synthesis of

Let us think that this system is a good option for a system that require good intelli-
gibility, naturalness, a limited vocabulary and that is sufficient one or two speakers.
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4 Formants Model

These synthesizers are based on the acoustic theory of voice production, which in
its simpler form, says that it is possible to see the voice as the result of the excitation

of a linear filter with one or more sonorous sources.

A simplified approach in the mechanism of the speech production in the acoustic
dominion was proposed at the end of the 50 decade and was called *“to source-filter
model” [3]. In this model, the production system of voice is divided in two:

« Source of excitation.

= Resonance tract.

These two parts assume one “interaction” and one connection not to linear. The
formants are the resonances of vocal tract. A synthesizer by formants reproduces the

structure of formants of vocal tract.

In the 60 decade, appeared the first done discreet synthesizers with formants. The
resonant ones were implemented in configurations of series (in cascade) or parallel.
Flanagan (1957) concluded that the form series is better to reproduce sonorous
sounds, and the no nasal ones; whereas the structure in parallel is better for the nasal

sounds, and the no sonorous.

In 1980 appears the combined parallel/series system of Klatt. This configuration,
made to improve the capacity to reproduce nasal and no sonorous sounds of the sys-
tem. This type of synthesizers has an ample diffusion but the quality of the synthe-
sized voice is smaller [Montero, 2002]. Although with the model parallel/series, using
an appropriate specification of the synthesis variables and a correct configuration, it is

possible to obtain a synthesized voice of high quality.

we[nz[ai[r2frs[re]ns

Fig. 4 Parallel/series model formants synthesizer [5]
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The factor most important to obtain a synthesis of voice of high quality is the ex-
traction of the parameters of synthesis, applying adapted procedures of analysis to a
voice signal. Most of these procedures they use an acoustic signal of voice like source
to determine the formants [Alku, 1992; Childers and Lee, 1991; Klatt and Klatt,
1990; Markel and Gray, 1974; McCandless, 1974; Trim off lower branches of, 1971].
Another factor important to obtain a synthesis of high quality, is the design of the

excitation source [Childers, 1995; Childers and Ahn, 1995; Childers and Hu, 1994;
Childers and Lee, 1991; Childers and Wu, 1990].

Synthesis parameters extraction

The parameters of our interest are bandwidth and the frequency of the formants,
which are the picks in the surrounding one of the spectral of the voice signal which
they represent the frequencies of resonance of vocal tract [6]. The formants frequen-
cies can vary from a person to another one because all we have a constitution of vocal
tract only; but in general form they are within a well-known rank.

Several methods for the calculation of formants of a voice signal exist; the meth-
ods that were used to extracts the formants from the spectrum of the lineal predictions
coefficients (LPCs) of a voice sample. The steps to obtain the LPCs are:

1. Segment the useful signal, without silence

s at the beginning and end, in units of 25
or 20 ms (I segments).

2. To apply a window of Hamming to each segment of signal.

3. To calculate the amount of P values of the coefficients of autocorrelation for each
segment.

4. To calculate the a, coefficients LPC for each segment.

5. To obtain the LPCs average.

Once obtained the LPCs, graphical its spectrum in frequency, and took the fre-
quency from the picks of the surrounding one like the formants, also of this graph we
can calculate the bandwidth of each formant. In figure 5 it is showed to the frequency
response of the LPCs of a recording without controlled conditions of the vowel ‘a’,
monaural and with a frequency of sampling of 16000 Hertz. In figure 6 we showed an
approach of the first pick of the spectral shown in figure 5, and of which we can ac-
curately determine the frequency of the first formant.

In figures 5 and 6 the vertical axis corresponds to the amplitude, and horizontal axis
corresponds to the frequency in Hertz.
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Fig. 6 First format pick of the frequency

Fig. S Frequency spectrum response of LPC
spectrum frequency spectrum of vowel ‘a’

Vowel ‘a’

This way it is been able to determine bandwidth formants and for each one of the
units of voice of sonorous type that our system requires. The following table presents
the data collected for the five vowels of the Spanish; in her we both showed to first

respective formants and their bandwidths:

Table 1. Vowels formats

F1/W1 F2 /W2 F3/W3 F4 /W4 F5/
[Hz] [Hz] [Hz] __[Hz] WS5[Hz]
A 650/ 1200/ 2600/ 3500/ 4500/
100 150 250 300 200
E 400/ 2000/ 2700/ 3650/ 3850/
200 150 350 150 200
| 250/ 2200/ 3000/ 3500/ 4000/
50 150 300 200 200
o 400/ 800/ 2000/ 3200/ 4000/
100 200 200 200 200
U 400/ 800/ 2500/ 3500/ 4000/
100 200 200 200 200

In the tests it is observed that the quality of the synthesis improves when increas-
ing the amount of formants; but this is only truth with the first formants, after the first
three formants the improvement is every smaller time; for that reason one says that
five formants are an suitable amount to approach us the Maxima quality that this type

of synthesizer can offer.

Excitation source

The other point of relevance is the source of excitation for the system of synthesis
by formants, was proven with different models: Delta, Rosenberg and Liljencrants-
Fant (LF). Being this last one from that better perceivable result we obtained. Model
LF tries to equal the waveform produced in vocal tract (figure 7), and changing some
of his parameters it is possible to obtain different pitch characteristics in the synthe-

sized signal.
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Fig. 7 Glottal Speech volumetric wave and its derivate (7]

dvidt

In figure 7 we can observe the following parameters:

* t1 initiates the opening of the vocal cords and begins to flow the air.
* 2 moment of maxima glottal opening (AV) and maximum air flow.

* 13 beginning of the closing of the glottal cavity and maximum change of the glottal
flow (harsh- introduces components of greater frequency).

* 14 the glottal cavity is completely closed and ideally there is air flow no.
* To duration of a complete period.

The equations that model LF proposes to model the derived one from the waveform
is:

g(t) = Ee” sin(a)gt) L, <t<t,
Ee_ _,,_ _
g(t)=a—[e W) _ M) f <<, <T,

a

Where:
* E. is the amplitude of the excitation.

* ta constant of the exponential curve that determines form of the curve between T3
and t4.

* W, establishes the duration of the phase of opening.
* Ej is an amplitude factor.

* € is coefficient that it increases of exponential way to the sinusoid.

In order to obtain the waveform that will be used in the synthesizer only it is nec-
essary to integrate the equation of the LF model.

In figure 8 we can observe the vowel ‘a’ real and in figure 9 we observed the
vowel ‘a’ synthesized. The graphs show amplitude against sample. The source of
used excitation was provided by model LF.
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Fig. 9 Vocal ‘a’ synthetic
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Fig. 8 Vocal ‘a’ real

5§ Conclusions and future works

In intelligibility approach the voice synthesis already reach an acceptable level;
nevertheless, the naturalness implies so many dynamic changes that at the moment it
is continued investigating the most suitable method to reach an acceptable level; in
that sense, the articulator synthesis seems to be the key, but lack work to do much.
The synthesis would concatenate, although it is not synthesis in a strict sense, at the
moment widely is used, due to the superiority in naturalness that obtains, but its lack
of dynamism and discharge demand of resources prevents its universality. On the
other hand, the model by formants, although produces an artificial voice, doing a
configuration adapted of its modules, a correct calculation of the formants and pro-
viding a source to him of excitation next to which generates vocal tract, we can obtain
satisfactory results, with the advantage to be able to change parameters in the speech

synthesized.
This word is support by National Polytechnic Institute (IPN) of Mexico in de pro-

ject 20070331.
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Abstract. This paper presents a novel approach of reinforcement learn-
ing for continuous systems. The scheme is based in wavelet networks
to approximating the continuous space of states. The structure of the
wavelet network is dynamically generated accord to the explored re-
gions and trained with a modified Q-Learning algorithm. The wavelet
network include a IIR filter in order to make smooth controllers. This
novel approach is called adaptive wavelet reinforcement learning control
(AWRLC). Simulations of applying the proposed method to underactu-

ated systems are performed to demonstrate the properties of the adaptive
wavelet network controller.

1 Introduction

Reinforcement learning (RL)
without explicit instructions,
perform. So,

is learning to perform sequential decision ta.slfs
only optimizing a criterion about how the task is
the learner doesn’t know which actions to take, but instead muft
discover which actions yield the most reward by trying them. This method, is
goal-directed, and seems better adapted to the solution of a kind of cox.ltrol
problems [1,2], which ones about searching a final goal, and the problem is to
find a policy that reach this goal [3].

The basic RL algorithms use a look-up table scheme in order to represent
the value function Q(s,a). Unfortunately this representation is limited when
working with continuous spaces like physical systems. Several approaches can be
applied to deal with this problems, like function approximation techm'qu&s.-Neu—
ral networks offers an interesting perspective due to their ability to approximate
nonlinear functions [4]. o

In recent years, wavelets have attracted much attention in many scientific
and engineering research areas. Wavelets possess two features that make thexz
especially valuable for data analysis: they reveal local properties of t,he fiata an X
they allow multiscale analysis. The local property is useful for applications tha.d
requires online response to changes, such a controlling process. Wavelets alned
neural networks have been combined [5, 6], to form a class of networks, so cal
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wavelet networks, which are capable of handling moderately high-dimensional

problems [4].
Inspired by the theory of multi-resolution analysis of wavelet transform and

suitable adaptive control laws, an adaptive wavelet network is proposed for ap-
proximating action-value functions [7]. In this paper, we propose an adaptive
wavelet reinforcement learning control (AWRLC) whose design is based on the
promising function approximation capability of wavelet networks. The goal of the
paper is to propose a control scheme based on RL algorithms and an AWRLC
to control underactuated systems. We proposed a IIR filter in order to avoid
bang-bang controllers. In this work the the Pendubot was used like example to
evaluate the advantages and disadvantages of AWRLC methods for control of
underactuated systems.

The work is organized as follows. Section 2 presents the reinforcement learn-
ing approach. In Section 3 is summariezed the background about wavelets net-
works, while Section 4 shows the control scheme which is implemented in the
system. Section 5 gives the results obtained by numerical simulation. Finally, in
Section 6 conclusions from results and future work are presented.

2 Reinforcement Learning

Q-Learning is a reinforcement learning method where the learner builds incre-
mentally a Q-function which attempts to estimate the discounted future rewards
for taking actions given states. the system is assumed as a Markov Decision Pro-
cess (MDP) [3]. So, in a common control task maximize the total return R,

expressed in (1) is the main objective.

T
R, = Z’kat+k+1 (1)

k=0

Where R, is the total return at state s, and r, is the reward value (numerical)
when the system reach the state s;.In this way, the output of the Q-function for
state s; and action a; is denoted by Q(s¢,a:). When action a; has been chosen
and applied, the system is moved to a new state, si4+1, and a reinforcement

signal, 7441, is received, Q(s:,a;) is updated by [3]:

Q(St+1,e41) — Q(s¢,a0) + b 2

where

0 =Te4 +’me~x Q(st+1,0) — Q(st,a4)

0 < a < 1 is the learning rate, and 0 < 4 < 1 is called the discount, this
parameter is used to decrease 7441 in the total return (1).
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3 Wavelet Networks

Wavelets are a class of functions which have some interesting and special prop-
erties. These properties are localization in scale and time, compact support,
multiresolution analysis among others. The original objective of the theory of
wavelets is to construct orthogonal bases of L,(R). These bases are constituted
by translations and dilations of the same function 1 called “mother wavelet” {8].

The structure of a wavelet network is a type of building block similar to
a RBF network [6]. This building block allows the approximation of unknown
functions by the concept of the multi-resolution approximation. The building
block is formed by shifting and dilating the basis function %9, (the modified
version is its “daughter wavelet”) and a “father wavelet” ¢. Most commonly,

wavelet bases are derived using shift-invariance and dyadic dilation. In this way
we use the dyadic series expansion

Yik(z) = 229Xz~ k), jkez 3)

which is integral power of 2 for frequency partitioning. The daughter wavelet (3)

is obtained from a mother wavelet function % by a binary dilation (i.e. dilation
by 27) and a dyadic translation (of k/27 ).

Fig. 1: Structure of wavelet network.

In this way combination of wavelet and neural networks can handle problems
of large dimensions well and can make constructing network easily. The basic

structure of a wavelet network is illustrated in Fig 1. The operation of each layer
is summarized as follows [9)

— Using If and Of to denote the input and output of the ith node in the jth
layer, in first layer inputs are introduce into the network

Ol=I'=z;, i=1,2,...,n

— Second layer consists of wavelet which one corresponding to pairs of (J, k)

in (3), and the inputs and outputs of the wavelet nodes in this layer can be
described as

=[oL,...,01]" .
i Iy eie 2y S =12,...,
{0?=2J/2¢(2113—k) ' "
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— Finally the input-output reltion in third layer is expressed with

m
y= o8 = Zw.JOf
i=1

4 Control Scheme

The control scheme is based in a wavelet network (W) trained with reinforcement
learning. Accord with Fig. 1 the structure of the wavelet network is composed by
three lavers. First layer is the input layer, third layer is the output layer, and the
second layer is the hidden layer with wavelet functions as activation functions.
In order to deal with continuous actions our scheme presents an extra layer. This
layer is an Infinite Impulse Response (IIR) synopsis network, which computes a
continuos action accord to the outputs in the third layer (see Fig. 2a).

The main motivation for to implementing a wavelet network in this scheme
is because artificial neural networks allow to approximate unknown functions,
and with RL algorithms the idea is to approximate a Q-function. The wavelet
network structure could be represent like a MISO system, with n input variables

and only one output variable, like in Fig. 2a.

4.1 Building the Wavelet Network

The process of building the architecture of the wavelet network is performed
on-line with the exploration through new states, due in part to the absence of
data generated in past operations (training data). This growing of wavelet basis
provide support to new states in order to approximate the Q-function with better

accuracy.
New wavelet basis are generated with series expansion techniques, in this

case was applied (3) with n-dimensions, with a tensor product [10-12].
n
P(X) = P(z1, T2y, 2n) = [ | ¥(z5) (4)
=1
The mother wavelet implemented in this scheme is Mexican Hat defined as fol-

lows i
(1-z)e* (5)

2

Y(z) m

The translation parameter in each one of the dimensions is determined by
k = z; 27 where j is the scale of the wavelet basis and z; is an element without
support in the structure of W, when the learning process begins, the first neuron
with support in W is created over the initial coordinates z; = 0,22 = 0,...,Tn =
0.
In this way is possible initialize the learning with W empty, and W grows
accord to the explored regions. The growing is controlled by the election of a
threshold € which determines the minimum value in order to consider if a given
state has support in the structure of the network. The diagram shown in Fig. 3
presents the algorithm for the construction of the wavelet network W.



IIR Adaptive Wavelet Network with Reinforcemens Learning 133

2(1) . Y0,

V@)

(b)

Fig.2: IIR Adaptive Wavelet Networks Structure: (a) Like a MISO system with n inputs
and one output, in the second layer activation functions are wavelets; (b) IIR Model

L State X 1

Lkr=rz:,;*2j]

[ Add vy o W ]

Waveler necvwork
Paramcter updartes

Fig.3: Building the wavelet network.



4.2 Training the Wavelet Network

The training process in W consists in update the weights of layer 3. This training
is performed on-line according to the interaction in the environment.

The updating rule is a combination between reinforcement learning and the
gradient descent method. The reinforcement learning method implemented is
Q-Learning due to its capacity of learning over the best action independently of
the action selected. The updating rule applied in W is given by:

wi(t+1)=wii(t)+ Aw, j=1,...,m (6)

Aw=ao [T¢+1 -+ 'yxef;xyj(t + 1) &= yj(t)] Id’(x)l

where a is the learning rate, r4) is the reward at the time t + 1, and « is the

discount with the same function that in (2).

The structure shown in Fig. 2a could be see like a MIMO system until layer
3 [10]. At the time t there is a vector Y = [y1,y2,-..,ym]7 with m outputs. So
yi(t) is the output value of the neuron i in layer 3, where i € 1,2,...,m. The
value of i represents the selected action in the exploration process, treated in
the next section.

In the training applied to neuronal networks, target values are required. And,
in this scheme the target values is the maximum output given by W at the time
t+1 in neurons of layer 3. In this way, the ap_ on of Q(s, a) is achieved on-
line without training data. In each iteration several neurons could be activated,
but only the weights of neurons with value of activation bigger than the threshold

0 < £ < 1 are modified.

4.3 tion

process, the network W allows to make elections between

Durin,

the se s). This selection can be applied with some kind of explo-
ration r e— greedy [3]. The selection of actions is performed with
the ov layer 3 of W, (v1,¥2,.--,Ym). Each output represents the
appro: for the function Q(s,a). And in a greedy exploration, the

neuron with maximum value always is taken as control action.

4.4 Operation Process

After the learning process (i.e W is built and trained), the last layer in W
computes continuos actions, which ones will be applied to the continuous system.
This layer computes actions accord to the discrete actions learned for neurons
in layer 3. In the last layer only one neuron is presented (Fig. 2a), and consist

in a IIR filter.
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5 Application

The control scheme AWRLC presented in Section 4 was applied to one under-
actuated system (Pendubot) in order to control it in one equilibrium point. For
the Pendubot the equilibrium position is the called UP-UP configuration (the
first and the second link in vertical position like in Fig 4). The set of parameters
applied in learning process with W is summarized in Table 1.

Table 1: Operation parameters

Parameter

Description Value

n
m

61,61,62,6,
A(s)

Number of inputs.
Number of neu-
rons (outputs) in
second layer.

4! X = [31'352,3:3,14]
3, Y= [yx,yz,yalr

Initial conditions |X = [r,0,n,0]T
Set of actions. -1,0,+1
Learning rate. 0.2

Discount. 0.9

Exploration 0.1

€— greedy.

Mother Wavelet. |Mexican Hat
Scale of wavelets. |3
Threshold. 0.2

©; =1

05 =mx

Fig. 4: Pendubot configuration UP-UP.

The control task in the system, is realized by W with a learning process
based in RL. And the rewards for learning were assigned in continuous form,
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according to 6,,6;,62 and 6,. The desired value for 6; and 8, is around « (UP-
UP Configuration). So rewards were given accord to the angular position of both

links, this assignation was realized as follows:

— —3When 6y ~m, 02 # 7, 6, >0and 6, >0
—2 When 6; =7, 62 ~m, 6, >0 and 62 >0
—1 When 8 ~7, 62 ~m, 6, =~0and 62 >0
+1 When 6; >~ m, 62 ~m, 6, ~ 0 and 0}:0

The simulation was applied with a time step of 0.01s during 2000 episodes,
with 7 = 3. A pruning process was applied in order to reduce the number of
neurons. This pruning process is due to the growing of number of neurons in
second layer related with the exploration property of RL algorithms, and some
neurons doesn’t have influence in the control task. So, 10 operation process
were performed and the most important neurons were identified. Originally the
network W has 2463 necurons, but with the pruning process the number was
reduced to 131.

The reduced structure of AWRLC was applied to the system allowing to
control the system in the desirable position, although to disturbances introduced

to the torque of the first link.

3.15 i
01 3.14 A
3.13t 4

fo 70 20 30 30 B0 60 sec

Fig.5: 61, mass and large of both links like in training.

Fig. 6.a shows the behavior of the first link in 60 seconds of operation. Ran-
dom disturbances were applied every 0.5 seconds of +2 and —2. In this plot the
value of 6; is around to the desirable value in spite of the disturbances. In the
same way Fig. 6.b presents the behavior of the second link during 60 seconds. It
is possible to observe that the position is stable around an ideal value.

The main difference between the scheme presented in [10] and the actual
AWRLC is the application of continuous actions. In [10] actions applied to the
underactuated system are purely discrete actions. Fig. 7 presents the continu-
ous actions applied to the system and disturbances introduced in 3 seconds of

operation.
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3.16}

@2 3.15}

3.14

o 70 20 30 20 50

60 sec

Fig.6: 6;, mass and large of both links like in training.

Continuous

Actions . .

-1 l

Disturbances ———p
o 0.5 1.0 1.5 2.0

Fig.7: Continuous actions and disturbances.

6 Conclusions and Future Work

6.1 Conclusions

In this work is presented the AWRLC scheme based in Reinforcement Learning
algorithms, Wavelet Networks structure and IIR filter. AWRLC allow to deal
with continuous spaces of states and actions. This represents an improvement
with respect to the work presented in [10]. A simulation results of a Pendubot
system was presented as illustrative example. The control of this system is spe-
cially difficult since is an underactuated mechanisms (two degrees of freedom
and only one input).

Control scheme is based on learning methods, modifying one of the most
popular RL algorithms: Q-Learning with adaptive wavelets networks. This ap-
proach uses a wavelet networks to approximate a Q-function, where the function
gives the optimal control policy. Finally a IIR filter in order to avoid bang-bang
controllers, which is applied to the underactuated system.

The simulation results show that this controller provides a good performance
when keeping the systems in the unstable vertical positions. Results indicate that
the AWRLC is a potentially attractive alternative for underactuated systems.

The algorithm for build wavelets networks in Fig. 3 represents an advan-
tage working with physical systems with unknown limits of operation, because
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this method of generating neurons create support in regions accord to the ex-
plorations. Multi-resolution is other attractive property handled by this kind of
wavelet networks. The scales of resolution allow to approximate with good accu-
racy unknown functions, and in this case coarse approximations doesn’t produces

optimal control policies.

6.2 Future Work

The optimality over the policy built by AWRLC is one of the topics in fur-
ther discussion. Besides, convergence and stability studies are in development

actually.
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Abstract. A multivariable stochastic dynamic model describing start times
respect to real-time tasks with bounded properties: Stationary conditions, first
order, with jitter and exteral perturbations bounded with a normal distribution
without correlation that closely represent periodical behavior of real time tasks.
To bear closer the task model in a concurrent system, internal dynamics
description, and the parameter matrix in regressive model with oscillations used
as multivariable estimator. Results of an example performed on a real-time
platform presented, considering periodic and concurrent tasks, an instrumental

variable algorithm is a basic tool in this kind of systems because it is a good
estimator with converg

ence probability sense and its relatively easy
implementation.

Keywords: Start time,

estimation, real-time, periodic tasks,
instrumental variable.
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1 Introduction

Periodic tasks are usually found in several applications like airplanes and control
process where uniform monitoring is required. Modeling them is not simple because
each of those needs an adequate represcntation. A set of periodic concurrent tasks
represented as multivariable state model where in explicit way the model is function
of the internal dynamic and previous states of the system’s output information.

These matrix and perturbations are going to give the start times characteristics
through system evolution. A parameter matrix estimator needed in order to adjust the

model for reconstruction, tracing and prediction in real time.

2 Start Times Model in PRTT (Periodic Real Time Tasks)

As seen in [1], [4], [5], [6], [10], [14] and [15], PRTT model is represented by a
stochastic, stationary, first order and first grade type difference equation; considering
that external processor perturbations without correlation and obeying a normal

distribution function.

Proposition 1. (Absolute Arrival Time for RTT). Into instance set, is the
absolute arrival time vector L; with index & described as:

L =L, +1I,. M

Proposition 2. (Inter-arrival Time for RTT). Into instance set, is the Inter-arrival
time vector /7, with index k described as:

O, =405, -W,,)+U, +W, 2
Where: A; is the system parameter matrix with unknown dynamics but its bounded

in agreement with [7], [11], [12] y [14]; Ik is the Inter-arrival times vector of
instances with index k; Wy is the external processor perturbations vector, represented
through random variables with Gaussian distribution; Uy is the Inter-arrival time

veclor reference.
Proposition 3. (Start Times for RTT). The starting times vector S; of a feasible

task with index k£ has a recursive description as:

S, =8, +T1, +V, =V,,. | ®)

Comment 1. If an inter-start times vector modeled as /7’ require adding the jitter
vector knowing it as ¥}, justifying it as internal perturbation to the state equation such

that:
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I, = X', +W,, @
X', = A, X", +U, +V,, (5)
Considering to (5) into (4), the inter-start times vector model is:
I, =401, -W,_)+U, +W, +V,. 6)

Proposition 4. (Periodic Tasks in Real Time). A PRTT set of J; all its instances
have inter-arrival times vectors /7 round off to a periodic vector Ty.
Para A, {a,. ok } c [0,1] a, ; x constante V ij,keZ"

Para U; {u, k= T, - a,'kT ux constant V ilkeZ"
J

3 Real Time Parameter estimator (RTPE)

In order to trace the parameter matrix evolution into concurrent PRTT, the Real
Time Estimator (RTPE) in agreement

to [3], [7],[10], [14], [15], and [16] has a basic
description: :

Definition 1. (Real Time Parameter Estimator RTPE). All RTPE is a digital
filter with the following basic conditions:

a. To Extract and to emit observable information (input and outputs observable
signals, where  {u(%), e Uk)} and {)’(k), eY(k)}, respectively , with i, j ke Z*), in
the sense considered by [2], [3], [7], [8], [11], [12] and [13],

b. To give correct answers respect to the process considered in some established
criteria illustrated and conceptually described in [2],{11], [12] and [13],

c. Expressing the model filter in recursive sense (see [3], [7], [10], [13], [17]),

d. Convergence value bounded, respect to perturbation variance.

€. Matrix operation bounding the process dynamics restrictions.

Proposition 5. (Convergence in all Multivariables RTPE). All RTPE as a

parameter estimator has an error functional bounded in probability sense (to see:
[21,[7], [9], [16] and [17]), such that :

m* = argminirzlfP{l a, —al<A}=1. )
m
Where A is the error limit, defined by noise variance; m is the convergence interval

and m* is the intervals set where the RTPE has a convergence rate in probability
sense.
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4 Estimation of Periodic Real Time Task Start Times with
stochastic jitter using the Instrumental Variable technique.

As an example, we considered a model of concurrent PRTT set, described in (6):
The relative arrival time model (/7;) used as the observable signal, with the stochastic

properties:
Em =0, Ewri)=el,, Eyrl=e, &
EmY =6, » EHY)=el. Eimy}=o.

The estimator in agreement to [9] and obeying the properties expressed in

Definition 1., has the form: .
o T\ p-!
A =(4,,B,,+11,Z])B". ®
The estimation error in agreement to [2], [3], [7] and [9] is:
A =|4,-4. (10)
Recursively, and in agreement to [9] the estimation error is:
an

A, =((-A0], + O} YI - 4O, QA +1+ A)+O (I1+24))",
As the functional error in accordance with [9] and [15], expressed by the second
probability moment in vector sense:
(12)

Je =E(4(4,)").

And considering its recursive description:

Jo = H(A44 +(k-1)J,_,). (13)
The following data considered as hypothetical results evolution using the model
expressed in (6):
_[os 02] o, _[095 093] . [0.95 093] (14)
“103 04 " (097 094 “ 1097 0.94

For the experimental implementation of the RTPE the following considered:

The maximal system deadline Dy, 4, is equal to period T;.

The Start time (S;- L;) was obtained such that S; = L;+0.0015 ms.

The sampling period T'x (Real Time temporizator impulse) for task activation is 10

ow

ms.
d. Minimal deadline Dy = 1 ms.
Convergence deadline of the PRTT set is: d= 4 s.

For RTPE experiment (Fig. 1) obtained us the following results:

Mpa= 354 intervals, I na= 3,54 s. The convergence time is 7, =3.54 s.
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a. m= [354, 213, 241, 318] intervals,
b. 1= [3.54,2.13,2.41,3.18] s,
c. d= 4 s. (400 intervals).

Finally, we considered the estimation algorithm expressed in (9). The Fig.1 and

Fig. 2 are just examples of a RTPE behavior used as a parameter estimator trough the
instrumental variable technique.

B T T T e e sy e e s e et

T e Ay v s ity e wem Ao,

L 0 - 200 : 400 600 800 1000
AT e it 2D A L e it A O i T B0 S k,... .

Fig.1 Matrix parameter estimation “4” using the RTPE.
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¥ 02 '\ g M
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K'\»&L_’AA—(".\W.,J&;«’Mw:a L3 < 3 e

B A L TP YL RSN AN TP s

Fig. 2 Internal siate X,, observable signal I, estimation error and functional
error Jy, for RTPE model.
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8§ Conclusions

The internal dynamic system for Periodic Real Time Tasks into a concurrent
system is into the real-time system, the start time model. Tasks set, depended on its
arrival and start times in accordance with its matrix parameters, its entrance and
internal computing equipment and external perturbations, generating the proposition
set. The model showed capable of characterize several Real Time Task behaviors and
obeyed characteristics mentioned by several authors round off the real-time systems.
By the other hand, the real-time internal description considers that the task
characteristics, synchronicity, sampling periods and convergence time, form part of its
properties. For start time estimation, the convergence times where bounded by an A
estimation error, described by second probability moment respect to internal and
external perturbations and convergence periods acceptable in probability sense. The
instrumental variable technique considered in its estimator had a good enough
response in time sense obeying to Real Time System conditions, approaching to real

parameters rapidly and accomplishing its deadlines.
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