i
"
i
i

/RESEARCH IN COMPUTING SCIENCE

690%-0481} ‘NSSI

Advances in Computer Science

and Engineering,, .
s Q‘)

s
c?

Sulema Torres
Itzama Lopez
Hiram Calvo

(Eds.)







Advances in Computer Science
and Engineering




ISSN: 1870-4069
ﬁ
Copyright © Instituto Politécnico Nacional 2005

Copyright © by Instituto Politécnico Nacional

Instituto Politécnico Nacional (IPN)

Centro de Investigacion en Computacion (CIC)

Av. Juan de Dios Bitiz s/n esq. M. Othon de Mendizabal
Unidad Profesional “Adolfo Lépez Mateos”, Zacatenco
07738, México D.F., México

http://www.ipn.mx
http://www.cic.ipn.mx

The editors and the Publisher of this journal have made their best effort in
preparing this special issue, but make no warranty of any kina, expressed or
implied, with regard to the information container in this volume.

All rights reserved. No part of this publication may be reproduced, stored on a
retrieval system or transmitted, in any form or by any means, including
electronic, mechanical, photocopying, recording, or otherwise, without pior
permission of the Instituto Politécnico Nacional, except for personal or
classroom use provided that copies bear the full citation notice provided on
the first page of each paper.

Indexed in LATINDEX
Indexada en LATINDEX

Printing: 500
Tiraje: 500

Printed in México
Impreso en México



Preface

CORE 2007 was the 8th annual conference on Computing. CORE means
nucleus, so the aim of this conference is to gather, in a single
event, information of the state of the art in Computer Science and Enginecring.

The CORE conference is distinguished because it is organized mainly by
students, thus, giving them the opportunity to broaden their
academical knowledge by means of their interaction with other
institutions and researchers.

Total of 73 papers by 212 authors from 17 different countries where submitted for
evaluation; scc Tables 1 and 2. Each submission was reviewed by three independent
members of the Editorial Board of the volume.

This volume contains revised versions of 26 papers, by 81 authors, sclected for
publication afier thorough evaluation. The acceptance rate was 35.6%. In Table 1, the
number of papers by country was calculated by the shares of all authors of the paper:
e.g., if a paper has three authors: two from Mexico and one from USA, then we
incremented the counter for Mexico by 0.66 (two authors of three) and the counter for
USA by 0.33. Table 2 presents the statistics of papers by topics according to the
topics indicated by the authors; note that a paper can be assigned more than one topic.

Table 1. Statistics of submissions and accepted papers by country / region

Authors Papers’
Country/Region  Subm  Accp Subm  Accp
Argentina 33 10 7 2
Brazil 4 3 1.1s 09
Chile 3 3 1.25  1.25
China 8 - 4 -
Colombia 1 - 0.33 -
Cuba 12 3 399 099
France 2 2 053 053
Germany 1 - 0.25 -
India 1 - 1 -
Ireland 3 3 0.99  0.99
Italy 1 - 1 -
Japan 1 1 0.5 0.5
Korea, South 1 - 1 -
Mexico 134 52 4765 1732
Spain 6 4 2 1.5
United
Kingdom ) ) 02

Total: 212 81 73 26

!Counted by authors: e.g., for a paper by 3 authors: 2 from Mexico and 1 from USA, we
added % to Mexico and ! to USA.
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Table 2 Statistics of submissions and accepted papers by topic

Topic Submitted Accepted
Algorithm Theory 5
Artificial Intelligence 32
Bioinformatics

Cellular Automata

Computer Architecture
Computer Vision

Control Systems

Data Mining

Database Systems

Digital Signal Processing
Distributed Systems
Evolutionary Algorithms
Formal Languages

Fuzzy Logic

Geoprocessing
High-Performance Computing
Information Security
Knowledge Representation
Multi-agent Systems

Natural Language Processing
Networks and Connectivity
Ncural Networks

Operating Systems
Parallelism

Real Time Systems

Robotics

Scientific Computing
Semantic Web

Software Engineering

Web Design

Other 18
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? According to the topics indicated by the authors. A paper may be assigned to more than one
topic.

The papers are structured into the following nine sections:

— Knowledge Acquisition and Neural Networks
—  Fuzzy Logic

—  Optimization

—  Image Processing

— Natural Language Processing

— Agents

—  Time Series

— Robotics and Control

—  Computer Networks and Web Services



The following papers received the Best Paper Award:

1" Place:  Semantically Mapping the Web, by Eduardo Ramirez and Ramon Brena.

2" Place: Star Ficlds: Improvements in Shape-Based Image Retrieval, by Alberto
Chdvez-Aragon, Oleg Starostenko and Leticia Flores Pulido

3" Place: Keywords Extraction in Clusters of Related Documents, by Leticia Arco,
Damny Magdaleno, Rafael Bello, Manuel Llanes and Libernys Valdés.

This volume is a result of work of many pcople. In the first place we thank the
authors of the papers included in this volume, for it is the technical excellence of their
papers that gives it value. We thank also the members of the International Editorial
Board of the volume and the additional reviewers for their hard work on sclecting the
best papers out of many submissions we received. We would like to thank Yulia
Ledeneva, Isracl Roman and Arturo Téllez, as well as the personnel of the Center for
Computing Research of the National Polytechnic Institute, in the first place Oralia del
Carmen Pérez Orozco and Ignacio Garcia Araoz, for their indispensable help in the
preparation of the volume. The submission, reviewing, and selection process was
supported for free by the EasyChair system, www.EasyChair.org.

May, 2007 Sulema Torres
Itzama Lopez
Hiram Calvo
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Knowledge Discovery for Knowledge Based Systems.
Some Experimental Results

Rancan C., Kogan A., Pesado P. and Garcia-Martinez R.

Computer Science Doctorate Program. Computer Sc. School. La Plata National University
Software and Knowledge Engincering Center. Postgraduate School. ITBA
Intelligent Systems Laboratory. Engineering School. University of Buenos Aires.
Instituto de Investigacién en Informética LIDI, Facultad de Informética, UNLP - CIC Bs As

claudioran@yahoo.com, ppesado@lidi.info. unlp.edu.ar, rgm@itba.edu.ar

Abstract. This paper addresses some considerations based on the state of the
involved technologies for the integration of knowledge discovery systems and
knowledge based systems centered in automatic knowledge acquisition for
cexperts systems. Some experimental results related to the quality of the
gencrated knowledge bases are shown.

1 Introduction

The knowledge based systems (KBS) or expert systems emulate the human expert
behavior in a certain knowledge area. They constitute aid systems to take decisions in
different areas such as educational strategic selection [1], environmental variables
control [2], neonatology fans configuration [3], agreement in judicial process [4] or
the attended generation of activity maps of software development projects [5].
Knowledge based systems to aid decision taking is a one particular knowledge based
system.[6]. The knowledge base of an expert system encapsulates in some
representation formalism (rules, frames, semantic nets among other), the domain
knowledge that should be used by the system to solve a certain problem. The
development methodologies of knowledge bases have been consolidated in the last 15
years [7], [8]. The intelligent systems constitute the computer science ficld which
studies and develops algorithms that implement the different leaming models and
their application to practical problems resolution. Among the problems approached in
this field, we can find the one related to knowledge discovering [9]. Knowledge
discovery (KD) consists on the scarch of interesting patterns and important
regularities in big information bases [10]. When speaking of knowledge discovery
based on intelligent systems or Data/Information Intclligent Mining we refer
specifically to the application of machine learning methods or other similar methods,
to discover and to enumerate patterns present in this information. One of knowledge
discovery paradigms is centered in the knowledge evaluation [11), its structure [12],
the distributed acquisition processes [13] and the intelligent systems technologies
associated to the knowledge discovery [14]. The interaction between knowledge
based systems and discovery systems has antecedents in the paradigm of integrated

© S. Torres, I. Lopez, H. Calvo. (Eds.) Received 09/02/07
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g bascd on theories construction [15] and hybrig
[18]. In this context, this paper introduces the
1 is formulated (section 3), components are

architcctures of planning and lcamin
architectures of Ieamning [16], [17],

problem (scction 2), an integrative proposa !
identificd (scction 3.1) and the interaction between them (scction 3.2), an example jg

provided that illustrates partially how the workspace would work (scctfon 4), some
experimental results are shown (section 5), finally related work (section 6) future

rescarch are adressed (section 7).

2 Problem

Recent works in decision making systems in strategic — operational workspace based
on KBS like air control or naval units readiness arcas [19] show that it is an open
problem to define how KBS can be intcgrated to knowledge discovery processes
based on machine learning that allow them to improve “on-line” the quality of the
knowledge base used for decision making. Approaches for solving this type of
problem are addressed for incremental improvement of decision making systems in

office automation area [20].

3 Toward an Integrative Proposal

In this scction the componcnts of the integrative proposal are presented (section 3.1)
and the intcractions between these components (section 3.2).

3.1 Identification of the Components

3.1.1 The Bases

This section describes: the knowledge base, the concepts dictionary, the examples
base, the records base, the clustered records base, the clustered/classification rules
base, the discovered rules base and the updated knowledge base.

Knowledge Base. This base contains the problem domain knowledge deduced by the
knowledge engineer, which contributes the knowledge pieces (rules) applicable to the
resolution of the problem outlined by the user of the system.

Concepts Dictionary. This base stores the registration of all the concepts used in the
different knowledge pieces (rules) that integrate the Knowledge Base. For each
concept it keeps registration of the corresponding attributes and the possible values of
each attribute

Examples Base. This base keeps examples of elements that belong to different classes.
The attributes of these examples should keep correlativity or should be coordinated
with the attributes of the concepts described in the Concepts Dictionary.

Records Base. This base keeps homogeneous records of information which is
associated to some process of knowledge discovery. (I/E clustering).
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Clustered Records Base. This basc keeps homogencous records of information which
are clustered in classes without labeling (clusters) as a result of applying the
clustering process to the Records Base.

Clustering/Classification Rules Base. This base keeps knowledge pieces (rules)
discovered automatically as a result of applying the induction process to the Clustered
Records Base and the Examples Base

Discovered Rules Base. This base keeps knowledge pieces (rules) related to the
problem domain as result of applying the labeling conceptual process to the
discovered knowledge picces (rules) that are stored in the Clustering/Classification
Rules Base.

Updated Knowledge Base. This base encapsulates the knowledge that becomes from
the intcgration of the problem domain knowledge pieces (rules) educed by the
knowledge engineer and the knowledge picces (rules) discovered automatically as a
result of the application of the processes of clustering/induction to the Records Base
or induction to the Examples Base.

3.1.2 The Processes

This scction describes the processes: cluster, Inducer, conceptual labeler, knowledge
integrator and inference engine.

Cluster. This process is based in the use of self organized maps (SOM) to generate
groups of records that are in the Records Base. These groups are stored in the
Clustered Records Base.

Inducer. This process is based in the use of induction algorithms to generate
clustering rules beginning from the records groups that are in the Clustered Records
Base and Classification Rules beginning from the records that are in the Examples
Base.

Conceptual Labeler. This process is based on the use of the Concepts Dictionary and
the Clustering/Classification Rules Base to generate the Discovered Rules Base. This
process transforms the knowledge pieces obtained into pieces of coordinated
knowledge with the Knowledge Base.

Knowledge Integrator. This process generates the Updated Knowledge Base from the
Discovered Rules Base and the Knowledge Base, solving all the integration problems
between them.

Inference Engine. 1t is the process that automates the reasoning to solve the problem
outlined by the user, beginning from the picces of knowledge available in the Updated
Knowledge Base or Knowledge Base.

3.2 Interaction among Components

The interaction among the different components is shown in Figure 1. The
Knowledge Base cncapsulates the necessary pieces of knowledge (rules) for the
resolution of domain problems. This interaction with the inference engine constitutes
the Knowledge Based System (Expert System). Beginning from the concepts /
attributes / values that are present in the different pieces of knowledge inside the
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Knowledge Base, the Concepts Dictionary is built. When a situation of knowledge
discovery takes place because the Inducer gencrated a Clustering/Classification Rules
Base. or because this has became from an Examples Base or a Clustered Records
Base resultanting of applying the Cluster to a Records Base, the pieces of knowledge
(rules) that are in the Clustering/Classification Rules Base can present the
characteristic of not being coordinated with the available pieces of knowledge in the
Knowledge Base.

'Pnobhm Solution T

User
Integrated Systen i

Applabdble Rules to user's Aoppliable Rules to user's
protlem resolution problem resolution

Knowledge base

Integrated rules

Discovered rules
base Concepts for
=

labelling process

oncept dicciona

Conceptual labelled
rules

i

Conceptual
Iabeler

Conceptual
morfology

Rules without
conceptual labelling

Clustering /
cloasiication rul
base

&

records
Cluster >

Classified records

Cluatering ':‘ :::snll\cnuon ESerapics bave
Class belonging
% Inducer  \

examples
(TOIDT)

In this context the Conceptual Labeler transforms the knowledge pieces of the
Clustering/Classification Rules Base into coordinated knowledge pieces with those
rule corresponding to the Knowledge Base generating the Discovered Rules Base.
ThC Knowledge Integrator takes the Discovered Rules Base and (solving the emergent
integration problems) integrates it into the Knowledge Base, generating the Updated
Knowledge Base, that becomes the new Knowledge Base and the cycle is restarted.

1)

classification
exemples

Fig. 1. Interaction among different components
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4 An Example in the Ship Operations Cost Domain

Let us consider, for example, the operation costs establishment problem in a ships
owner company in function of the ship type to opcrate in a certain port. Consider the
Knowledge Base whose rules are exemplified in table 1. Consider the Concepts
Dictionary associated to this Knowledge Base shown in the table 2.

From the Examples Base the Inducer generates the Classification Rules Base
shown in the table 4. The Conceptual Labeler identifics the belonging of values to the
domain of attributes in Concepts Dictionary generating the Discovered Rules Base
shown in the table 5.

The Knowledge Integrator analyzes the Discovered Rules Base, verifying that
there are no integration conflicts and proceeds to integrate it to the Knowledge Base
gencerating the Updated Knowledge Base shown in the Table 6. This last one becomes
the new Knowledge Base.

Table 1. Knowledge Base

Rules Rules

IF SHIP.SHIP_TYPE= BULK CARRIER IF SHIP.SHIP_TYPE= CONTAINER
AND SHIP.SIZE= LARGE AND SHIP.SIZE= LARGE
AND PORT.PORT_FACILITIES= VERY GOOD AND PORT- PORT_FACILITIES= V. GOQGD
AND PORT.ACCESSS= FREEUAY AND PORT.ACCESSS; FREEUAY

THEN COSTS. PIER_LONG= ENLARGE THEN COSTS. PIER_LONG= NORMAL
AND COSTS.MOORING_TINME= HABITUAL AND cosrs.mox’fnc_nrm;gmu
IF SHIP.SHIP_TYPE= EULK CARRIER IF SHIP.SHIP_TYPE= CONTAINER
AND SHIP.SIZE= NMEDIUM AND SHIP. SIZE= MEDIUM
AND PORT.PORT_FACILITIES= VERY GOOD AND PORT.PORT_FACILITIES= VERY GOOD
AND PORT.ACCESS; FREEVAY AND PORT.ACCESSS= FREEUAY
THEN COSTS. PIER LONG= ENLARGE THEN COSTS. PIER_LONG= NORMAL
AND COSTS.MOORING_TIME= HABITUAL AND COSTS. MOORING_TIME= SHORT
IF SHIP.SHIP TYPE= BULK CARRIER IF SHIP.SHIP_TYPE= CONTAINER
AND SHIP.SIZE= SMALL AND SHIP.SIZE= SMALL
AND PORT.PORT_FACILITIES;VERY GOGD AND PORT.PORT_FACILITIES= VERY GOGD
AND ACCESSS= FREEUAY AND PORT.ACCESSS= FREEUAY
THEN COSTS. PIER_LONG= NOFMAL THEN COSTS. PIER_LONG= NORMAL
AND COSTS MOORING_TIME= SHORT AND COSTS.MOORING_TIME= SHORT
IF SHIP.SHIP_TYPE= TANKER IF SHIP.SHIP_TYPE= PASENGER
AND SHIP.SIZE= LARGE AND SHIP.SIZE= LARGE
AND PORT.PORT_FACILITIES= VERY GOOD AND PORT.PORT_FACILITIES= VERY GOCD
AND PORT.ACCESSS; FREEWAY AND PORT.ACCESS= FREEUAY
THEN COSTS. PIER_LONG= NORMAL THEN COSTS. PIER _LONG= REDUCED
AND COSTS. MOORING_TIME HABITUAL AND COSTS.MOORING_TIME= HABITUAL
IF SHIP.SHIP_TYPE= TANKER IF SHIP.SHIP TYPE= PASENGER
AND SHIP.SIZE= MEDIUM AND SHIP.SIZE= MEDIUM
AND PORT.PORT_FACILITIES= VERY GOOD AND PORT.PORT FACILITIES= VERY GOCD
AND PORT.ACCESSS= FREEWAY AND PORT.ACCESS= FREEVAY
THEN COSTS. PIER LONG= NORMAL THEN COSTS. PIER_LONG= REDUCED
AND COSTS.HDORI—NG_TIHK= HABITUAL AND COSTS.MOORING_TIME= HABITUAL
IF SHIP.SHIP TYPE= TANKER IF SHIP.SHIP TYPE= PASENGER
AND SHIP.SIZE= SMALL AND SHIP.SIZE= SHORT
AND PORT.PORT_FACILITIES= VERY GOOD AND PORT.PORT_FACILITIES= VERY GOQD
AND PORT.ACCESSS= FREEUAY AND PORT.ACCESS= FREEUAY
THEN COSTS. PIER LONG= NORMAY THEN  COSTS.PIER LONG= NORMAL

AND COTS.PDRT.EOORING_TIHX= SHORT AND COSTS. MOORING_TIME= SHORT
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Table 2. Dictionary of Concepts

Concept Attribute Value
SHIP SHIP TYPE BULK CARRIER
= CONTAINER
TANKER
PASSENGER
SIZE SMALL
MEDIUM
LARGE
PORT PORT FACILITIES VERY GOOD
= GooD
REGULAR
POOR
ACCESSS FREEWAY
ROUTE
ROAD
TRACK
COSTS PIER_LONG REDUCED
= NORMAL
ENLARGE
MOORING TIME SHORT
- HABITUAL
EXTEND
Table 3. Examples Base
SHIP_ SIZE PORT_ ACCESSS PIER MOORING_
TYPE FAC LONG TIME
Bulk Carrier Large Very Good Frecway Enlarge Habitual
Bulk Carrier Medium Very Good Freeway Enlarge Habitual
Bulk Carrier Small Very Good Freeway Enlarge Short
Tanker Large Very Good Freeway Normal Habitual
Tanker Medium Very Good Route Normal Habitual
Tanker Small Very Good Road Normal Short
Container Large Very Good Freeway Normal Short
Container Medium Very Good Freeway Normal Short
Container Small Very Good Freeway Normal Short
Passenger Large Very Good Freeway Normal Habitual
Passenger Medium Very Good Freeway Reduced Habitual
Passenger Small Very Good Frecway Reduced Short

Table 4. Classification Rules Base

Table 5. Discovered Rules Base

Rules

Rules
IF SHIP_TYPE= CONTAINER IF
THEN ~ MOORING_TIME= SHORT THEN
IF SHIP_TYPE= CONTAINER IF
THED PIER_LONG= NORMAL THEN
IF TYPE= BULK CARRIER IF
THEN __ PIER LONG= ENLARGE THEN

SHIP SHIP_TYPE= CONTAINER
COSTS MOORING_TIME= SHORT

SHIP SHIP_TYPE= CONTAINER
COSTS PIER_LONG= NORMAL

SHIP SHIP_TYPE= BULK CARRIER
[cosTS PIER LONG= ENLARGE
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5 Some Experiments

The improvement of a Knowledge Base with discovered knowledge picces in
automatic way can lead to a degradation of the original Knowledge Base, so it is
nccessary to explore (theoretically at least) which are the curves of degradation of the
quality process of knowledge discovery identifying border conditions for the model in
the developed theoretical frame. In order to this a three step experiment which
structure is shown in figure 2 has been carry out.

Table 6. Updated Knowledge Base

Rules Rules Rules
1P FHIP.FHIP_TYPEe BULK CARRIER 1r FHIP.EHIP_TYPB= TANKER IF EHIP.EHIP_TYPEe PASENGER
AND SHIP.FIZE= LARGE AND SHIP.GIZEe SMALL AN EHIP.GIZE= MEDIUM
AND PORT . PORT_FACILITIEG= VERY OGOOD AND m‘r.mm‘_ncxmun- VERY OOCD AND PORT. PORT_FACILITIES= VERY GOOD
AND PORT.ACCEE66= FREEWAY AND PORT.ACCESSG= FREEWAY AN PORT.ACCESGe FREEWAY
THEN COSTE.PIER_LONGe ENLARGE THEN COSTS . FIBR_LONG= NORMAL THEN COSTE . PIER_LONG= REDUCZD
AND COFTE.MOORING_TIME~ HABITUAL AND m,m.moﬂxm_rml- EHORT AND m.uocnma_‘rxxr. HABITUAL
IF SHIP.FAIP_TYPE= BULK CARRIER Ip EHIP.FHIP_TYPE= CONTAINER pig GHIP.GHIP_TYPE= PAGENGER
AND FHIP.FIZE= MEDIUM AND EHIF.S1ZB« LARGE AND SHIP.SIZE~ SKORT
AND PORT . FOKT_FACILITIEGe VERY GOOD AND FORT- FORT_FACILITIES= V. GOOD AND PORT . PORT_FACILITIESe VERY GOOD
AND PORT . ACCECEG « FREEWAY AND FORT.ACCESSSe FREEWAY D PORT.ACCESSe FREEWAY
THEN COCTE.FPIER_LONGe ENLARGE TREN COETE . FIER_LONGe NORMAL THEN QOSTS . PIER_LONG= NORMAL
AND COSTE . MOORING_TIME= HABITUAL AND mm.mm_‘rm- EHORT R mm.noonma_ﬂm SHORT
P EHIP.SHIP_TYPE= BULK CARRIER ) 14 GHIP.EHIP_TYPEe CONTAINER 1P SHIP.EWIP_TYPE = CONTAINER
AND FHIP.FIZE« EMALL AND SHIP. EIZE- MEDIUM ‘THEN COSTE . MOORING_TINE= GHORT
AND PORT. PORT_FACILITIEEVERY GOOD AND PORT . FORT_FACILITIBS= VERY GOOD
AND ACCESS6= FREEWAY AND PORT.ACCESSSe FREEWAY P SHIP.SHIP_TYPE~ CONTAINER
THEN COETS.PIER_LONG= NORMAL THEN COSTS. PIER_LONGe NORMAL THEN COSTS. PIER_LONG= NORMAL
AND COSTE MOORINI_TIMEe FHORT AND cam.mxm_’rml. EHORT

IF GHIP.BHIP_TYPE~ BULK CARRIER

IF GHIP.EHIP_TYPE= TANKER IP EHIP.EHIP_TYPE= CONTAINER ‘THEN COSTS . PIER_LONG= ENLARGE
AND CHIP.FIZE« LARGE AND EHIF.£1ZBa SMALL
AND FORT . PORT_FACILITIEGe VERY GOOD AND PORT. FORT_FACILITIESe VERY GOOD
AND PORT . ACCESCf e FREEWAY AND PORT.ACCEECF= FREEWAY
THEN COFTF.FIER_LONGe NORMAL THEN COSTE . PIER_LONG
AND COSTS . MOORING_TIME= HABITUAL AND corrs.mxm_‘rxxl- SHORT
pig EHIP.FHIP_TYPEe TANKER Iy SHIP.EHIP_TYPB= PASENGER

AND GHIP.FIZEe MEDIUM AND  EHIP.G1ZE- LARGE

AND  PORT.PORT_PACILITIES= VERY GOOD AND PORT. FORT_PACILITIRS= VERY GOOD
AND  PORT.ACCESSGa FREEWAY AND  PORT.ACCESSe FREEWAY

THEN COGTE.PIER_LONGe NORMAL THEN COSTS.PIER_LONG= REDUCED

AND  COSTE.MOORING_TIME~ HABITUAL AND  COSTS.MOORING_TIME= HABITUAL

/i DOMALY CEVERATION \

,/ cxmaTionoraams N
N —.

Fig. 2. Structure of he three step experiment
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The step 1 consists in experiment preparation. This step involves: [a] domain
gencration based on: generation of classes and generation of classification rules for
cach class and [b] examples generation for each classification rule. The output of this
step is a classification rules set and a domain records (examples) set. The step 2
consists in experiment execution. This step involves: [a] to apply the cluster process
to domain records (examples) set to obtain the domain clusters set and [b] to apply the
inducer process to the domain clusters set to obtain the discovered rules set. The step
3 consists on the comparison of the classification rule set from step 1 with the
discovered rules set from step 2 the percentage of matching rules defines the
experiment success.

5.1 Variables

The experimentation use the following independent variables: [a] attributes number:
amount of attributes in each classification rule (the same in the examples), [b] rules
per class: amount of classification rules for determining each domain class, [c] class
possible values: amount of domain different classes; and the following dependent
variable: [b] rules correctly covered: percentage of matching rules among
classification rules set and discovered rules set.

5.2 Results

The experiments explore the behavior of the processes in domains where classes have
associated different amounts of classification rules and the amount of attributes per
classification rule can vary and in domains where amount of classes can vary and
each class has associated classification rules in which amount of attributes per
classification rule can vary. Results of the experiments are shown in figures 3 and 4.

! ;
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Fig. 3. Domains where classes have associated different amounts of classification rules and the
amount of attributes per classification rule can vary.
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Figure 1 shows that when domain is complex in terms of amount of attributes
needed for classifying (more attributes in a classification rule) or when domain is
complex in terms of amount of classification rules needed for identifying a class, the

pcrform_ance.(class.iﬁcalion rules correctly predicted) of the proposed method
(clustering + induction) decreases,
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Fig. 4. Domains where amount of classes can vary and each class has associated classification
rules in which amount of attributes per classification rule can vary.

Figure 2 shows that when domain is complex in terms of amount of classes the
performance (classification rules correctly predicted) of the proposed method
(clustering + induction) decreases. Also shows that when the amount of attributes per
classification rule for each class decrease, the performance of the proposed method
increases.

6 Conclusions

6.1 Related Work

The automatic discovery of useful knowledge pieces is a topic of growing interest in
the expert systems engineering community [21], [22], [23]. Our work differs from
those mentioned before in the proposal of a combined mechanism for rules obtaining,
using self-organized maps based clustering and induction algorithms. On the other
hand, the identification of the necessary processes to allow the autonomous
assimilation of the knowledge pieces generated by the expert system. Knowledge
discovery integration process models based on connectionist models [24], [25], [26],
reasoning models based on cases [27], not expected patterns generation models [28],
genetic algorithms [29] and technical categorization heuristics [30], have been
proposed recently in order to dispose automatic processes for incremental
improvement of the intelligent systems response applied to the specific problems
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resolution. This proposal differs from the ones mentioned above, in the fact that it
proposes a knowledge discovery integration model (rules centered) with expert
systems environment, identifying the technology needed to be used to solve this
integration.

6.2 Future Research

In the different processes and how these processes interact with the different bases
some problems have been identified in whose solution is foreseen to work: In the
Inducer: how to use the support groups to provide a degree of credibility (trust) to the
knowledge picce (rule) gencrated. In the Conceptual Labeler: [a] define the treatment
to give to attributes values of concepts that are in the discovered rules but not in the
Concepts Dictionary that emerges from the original Knowledge Base of the
Knowledge Based System and [b] how to rewrite the ownership to a certain group
(right part of the rule) in terms of values of attributes of well-known concepts when
the knowledge picces (rules) result from applying the Inducer to the Cluster. In the
Knowledge Integrator it should be defined the treatment to apply when the integration
process between the rules of the Knowledge Base and the discovered rules arise: [a]
conditions of dead point, [b] recurrent rules, [c] redundant rules, [d] contradictory
rules, and [e] rules with conflicts of support evidence, among others. “A priori”
measures should be developed to establish the quality of the knowledge discovery
process and the degree of integrability to the existent Knowledge Base.
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Abstract. This work deals with methods for finding optimal neural network
architectures to learn particular problems. A genetic algorithm is used to
discover .suitable domain specific architectures; this evolutionary algorithm
applies direct codification and uses the error from the trained network as a
pcrformqnce measure to guide the evolution. The network training is
accompllshcd by the back-propagation algorithm; techniques such as training
repetition, carly stopping and complex regulation are employed to improve the
cvolutionary process results. The evaluation criteria are based on learning skills
and classification accuracy of generated architectures

1 Introduction

The artificial neural networks offer an attractive paradigm for the design and the
analysis of adaptive intelligent systems for a wide range of applications in artificial
intelligence [1, 2]. Despite the great activity and investigation in this area during last
years, that led to the discovery of relevant theoretical and empirical results, the design
of neural networks for specific applications under certain designing constrains (for
instance, technology) is still a test and error process, depending mainly on previous
experience in similar applications [3]. The performance (and cost) of a neural network
for particular problems is critically dependant on, among others, the choice of the
processing elements (neurons), the net architecture and the learning algorithm [4, 5, 6,
7, 8, 9]. This work is focused in the development of methods for the evolutionary
design of architectures for artificial neural networks. Neural networks are usually seen
as a method to implement complex non-linear mappings (functions) using simple
elementary units interrelated through connections with adaptive weights [10, 11]. We
focus in optimizing the structure of connectivity for these networks.
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2 Evolutionary Design of Neural Architectures

The key process in the evolutionary approach for topology designing is depicted in
figure 1. In the most general case, a genotype can be thought as an array of genes,
where every gene takes a value from a properly defined domain [12]. Each genotype
codes a phenotype or candidate solution for the domain of interest — in our case a
neural architecture class. Such codifications could use genes that take numeric values
to represent a few parameters or complex structures of symbols that become into
phenotypes (in this case neural networks) by means of a proper decodification
process. This process can be extremely simple or quite complex. The resulting neur?l
networks (the phenotypes) can also be equipped with learning algorithms that train
them using stimulus from the environment or simply be evaluated in a given ta}sk
(assuming that the weights of the net are also settled by the coding / dccodl{lg
mechanism). This evaluation of a phenotype determines the fitness of 'ltS
corresponding genotype [13, 14]. The evolutionary procedure works in a population
of such genotypes, preferably sclecting genotypes that code phenotypes with a high
fitness, and reproducing them. Genetic operators such as mutation, crossover, etc., are
used to introduce variety into the population and to test variants of candidate solutions
represented in the current population. In this way, over several generations, the
population gradually will evolve toward genotypes that correspond to phenotypes
with high fitness. In this work, the genotype only codes the architecture of a nC}Jral
network with forward connections. The training of the weights for those connections
is carried out by the back-propagation algorithm.

3 The Generalization Problem

The topology of a network, that is, the number of nodes and the location and the
number of connections among them, has a significant impact in the performance of
the network and its generalization skills. The connections density in a neural network
determines its ability to store information. If a network doesn't have enough
connections among nodes, the training algorithm may never converge; the "e‘{ral
network will not be able to approximate the function. On the other hand, overfitting
can happen in a densely connected network. Overfitting is a problem of statistical
models where too many parameters are presented. This is a bad situation because
instead of learning how to approximate the function presented in the data, the network
could simply memorize every training example. The noise in the training data is then
memorized as part of the function, often destroying the skills of the network to
generalize. Having good generalization as a goal, it is very difficult to realize the best
moment to stop the training if we are looking only at the training learning curve. In
particular, like we mention previously, it is possible that the network ends up
overfitting the training data if the training session is not stopped at the right time. We
can identify the beginning of overfitting by using crossed validation: the training
examples are split into an training subset and a validation subset. The training subset
is used to train the network in the usual way, except for a little modification: the
training session is periodically stopped (every a certain number of epochs), and the
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network is evaluated with the validation set after cach training period. The figure 2
shows the conceptualized forms of two learning curves, one belonging to measures
over the training subset and the other over the validation subset. Usually, the model
doesn't work so well on the validation subset as it docs on the training subset, the
design of which the model was based on. The estimation learning curve decreases
monotonously to a minimum for a growing number of epochs in the usual way. In
contrast, the validation learning curve decreases to a minimum, then it begins to
increase while the training continues. When we look at the estimation learning curve
it seems that we could improve if we go beyond the minimum point on the validation
learning curve. In fact, what the network is learning beyond that point is essentially
noise contained in the training set. The carly stopping heuristic suggests that the

minimum point on the validation learning curve should be used as an approach to stop
the training session.

Decoding
Trained ANN Mean
S Square
of .'s Error Validation
‘|‘ curve
]
:
'
‘l“ '," Earlystopping  Estimation curve
ovger?’ point
Selection &
Mutation it ANN Trammg b Number of training repetitions
e Filness Evaluation
Recombination

Fig. 2. Representation of the early
stopping heuristic based on crossed
validation.

Fig. 1. Design process of evolutionary neural
architectures

The question that arises here is how many times we should let the training subset
not improve over the validation subset, before stopping the training session. We
define an early-stopping parameter B to represent this number of training epochs.

4 The Permutation Problem

A problem that evolutionary neural networks face is the permutation problem. It not
only makes evolution less efficient, but also hinders to the recombination operators
the production of children with high fitness. The reason is the many-to-one mapping
from the coded representation of a neural network to the real neural network decoded,
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because two networks that order their hidden nodes in different ways have different
representation but can be functionally equivalent, as shown in the figures 3 and 4.

(a) Node 1 Node 2 (a) Node 2 Node 1

(b) 0100 1010 0010 0000 0111 0011 (b) 0010 0000 0100 1010 0011 0111

Fig. 3. (a) A neural network with its Fig. 4. (a) A neural network that is
connection weights; (b) A binary cquivalent to the one in figure 3(a); (b)
representation of the weights, assuming that The representation of the genotype
cach weight is represented with 4 bits. Zero under the same scheme of
jeans no connection. representation.

To attenuate the effects of the permutation problem, we implement a phenotype
crossover, that is, a crossover that works on neural networks rather than on chains of
genes that make up the population. Another operator that helps in the face of the
permutation problem is mutation. This operator induces to explore the whole searc.h
space and allows maintaining a genetic diversity in the population, so that the genetic
algorithm is able to find solutions among all the possible permutations of the network.

5 The Noisy Fitness Evaluation Problem

The evaluation of the fitness of the architectures of neural networks will always be
noisy if the evolution of the architectures is separated from the training of the weights.
The cvaluation is noisy because what is used to evaluate the fitness of the phenotype
is the real architecture with weights (that is, the phenotype created from the genotype)
and the mapping between phenotype and genotype is not one-to-one.  Such a noise
can deceive to evolution, because the fact that the fitness of a phenotype generated
from genotype G1 is higher than the fitness of a phenotype generated from genotype
G2 doesn't imply that G1 has truly better quality that G2. To reduce this noise, we
train cach architecture many times starting from different initial weights chosen
randomly. Then we take the best result to estimate the fitness of the phenotype. This
method increases the computation time for the fitness evaluation, so a compromise

must be achieved among the attenuation of the noise and the number of repetitions for
the training.



Finding Optimal Neural Network Architecture Using Genetic Algorithms 19
6 The Complexity-Regularization Problem

As the network design is statistical in nature, we nced an appropriate tradeoff between
rcliability of the t.raining data and goodness of the model. In the context of back-
propagation learning, we may realize this tradcoff by minimizing the total risk
expressed as:

R(W) = es(W) + A gc(w)

The first term, eg(W), is the standard performance measure, which depends on both
the network (model) and the input data. In back-propagation model learning it is
typically defined as a mean-square error whose extends over the output neurons of the
network and which is carried out for all the training examples on an epoch-by-epoch
basis. The second term, ec(w), is the complexity penalty, which depends on the
network (model) alone; its inclusion imposes on the solution prior knowledge that we
may have on the models being considered. We can think of A as a regularization
parameter, Which represent the relative importance of the complexity-penalty term
with respect to the performance-measure term. In the weight-decay procedure that we
used, the complexity penalty term is defined as the squared norm of the weight vector
w (i.e., all the free parameters) in the network, as shown by:

2

sc(w)=lwf" = Xow/

i€Cppar
where the set Coy refers to all the synaptic weights in the network. This procedure
operates by forcing some of the synaptic weights to take values close to zero, while
permitting others to retain their relatively large values. Accordingly, the weights of
the network are grouped roughly into two categories: those that have a large influence
on the network (model), and those that have little or no influence on it. The weights
on the latter category are referred to as excess weights. In the absence of complexity
regularization, these weights result in poor generalization by virtue of their high
likelihood of taking on completely arbitrary values or causing the network to overfit
the data in order to produce a slight reduction in the training error. The use of
complexity regularization encourages the excess weights to assume values close to
zero, and thereby improve generalization.

7 Experimental Design

The hybrid algorithm that we employ for the automatic generation of neural networks
uses a direct coding scheme, and develops the following steps:

1. Create an initial population of individuals (neural networks) with random
topologies. Train each individual using the back-propagation algorithm.
2. Select the mother and the father from the population.
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Recombinate both parents to obtain two children.
Mutate each child randomly.

Train each child using the back-propagation algorithm.
Replace the children into the population.

Repcat from step 2 for a given number of generations.

S g e

7.1 Parameters Used in the Genetic Algorithm

This algorithm applies a tournament selection (ordinal based) and replacement
consists on a steady state update also implemented with a tournament technique. "I:he
tournament size is 3. A hundred of generations for the genetic algorithm are carr'led
out in every experiment. All the experiments use a population size of 20. This is 2
standard value used in genetic algorithms. We make here a compromise among
selective pressure and calculation time. The employment of 20 individuals is good to
accclerate the development of the experiments without affecting at the results.

7.2 Parameters Used in the Neural Network

Each neural network has 2 hidden layers and is trained over 500 epochs with back-
propagation. This value is higher than the one usually used to train neural networks,
giving enough time to the training to converge, and so taking advantage of the whqle
potential of each network. The back-propagation algorithm is based on the sequcnn?l
training mode; the activation function chosen for cach ncuron is the hypcrbollc
tangent. We use a number of back-propagation repetitions equal to 3 to train each
neural networks starting from different random initial weights. The best resul} is then
used to estimate the fitness of the network. This algorithm provides an
“approximation” to the trajectory in the weight space calculated by the descendant
gradient method. The correction Awji(n) applied to the weight that connects the
neuron i to the neuron j is defined by the delta rule:

weight learning local

input signal
conection |= rate | gradiemt || ofneuronj
Aw, () n 8, () ».ln)

A simple way to increment the learning rate and at the same time avoid the risk of

instability (oscillations in the net) is to modify the delta rule including a momentum
term, lie shown in:

iji(") =ahAw, (n i 1)+ 775/("))’1 (n)

where o is usually a positive number called the momentum constant. In the
experimentation, the learning rate 1 is 0.1 and the momentum constant is 0.5.
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7.3 The Database Used

The database chosen for the cxperimentation was taken form a file of datasets in
Internet [15]. It consists on data concerning 600 applications for credit cards. Each
application represents a sample for the training. The information of the application
comprises the input for the neural network during the learning phase. The output is a
truc/false value that specifies whether the application was accepted or rejected. All the
data in the applications is changed into meaningless symbols to protect the
confidentiality. The attributes of a sample are similar to:

b,30.83,0,u,g,w,v,1.25,4,t,01,f,,00202,0,+

In order to present the data to the network, the maximum and minimum values for
every attribute into the training set are determined, then they are scaled between -1
and +1. The non-numerical inputs (multiple-choice) are treated in the same way,
using discrete intervals.Using these methods of transformation, we obtain a 47 inputs
network. The + sign at the end of the example stands for the class of the sample. In
this case it will be a + or a -, depending on the approbation of the application,
therefore the network has two outputs, one that activates when it is approved and the
other when is rejected.

7.4 Cross Validation

The cross validation is employed in the experimentation with the intention of getting
better results. The cross validation consists on swapping the training set and the
validation set, in the way that cach one is used for the opposite purpose. This method
assures that any tendency found in the results is, in fact, just tendency, and not
causality. Thus, the database is randomly partitioned into two sets of equal size that
are in turns used as training and validation subsets.

7.5 Some Results from Experimentation
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Fig. 8. Comparison of hit percentage of ncur'al
networks generated with different early-stopping
parameters B.

7.6 Comparison of a Resulting Neural Network with Other Networks

To determine if the evolutionary process is actually improving or not the neu.ral
networks concerning with their domain-specific topologies, we compare a resulting
net generated by the hybrid algorithm with the best random topology (the one
generated in the first generation of the genetic algorithm). These nets are also
compared with a topology similar to the one obtained by the hybrid algorithm but
100% connccted (or fully connected). We observe the effects of the three different
topologies on the convergence of the neural networks while they are }ramgd th}_l a
data partition, as depicted in the figure 9. Then we evaluate their classification skills
on another data partition, as shown in the figure 10.
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Fig. 9. Ability to learning new data using: (1)
Hybrid algorithm topology; (2) Best random
topology: (3) Hybrid algorithm topology but 100%
connected.

Fig. 10. Comparison of hit percentage for
different topology and connectivity.
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From figure 9 we see that the neural network generated by the hybrid algorithm is

able to lcarr.x better a new set of data than the other nets, including the one that
implements its same topology but is fully connected. The network generated by the

hybrid algorithm also has the best percentage for classifying examples not seen
pl.cviously, as it is illustrated in figure 10,

8 Conclusions

The real world often has problems that cannot be solved succe
technique; cach technique has its pros and its cons. The conc
artificial intelligence consists on combining two approaches, in a way that their
weaknesses are compensated and their strengths are boosted. The aim of this work is
to create a way of generating topologics of neural networks that can easily lcarn and
classify a certain class of data. To achicve this, a genetic algorithm is used to find the
best topology that fulfills this task. When the process finishes, the result is a
population of domain-specific networks, ready to take new data not seen previously.
The analysis of the results of the experiments demonstrates that this implementation is
able to create neural networks topologies that in general work better than random or
fully connected topologies when they learn and classify new domain-specific data.
An aspect that should be examined more deeply is how the cost of a topology should
be determined. In the current implementation, the cost is simply the training error of
the neural network on a partition of the data set. The question that arises here is if this
is the best way to determine the fitness of a topology. Another step to take would be
to repeat the experiments for different data sets. Scalability is an important problem in
neural networks implementations, therefore it would be interesting to seec how the
current implementation scales to bigger networks that contain thousands of inputs. A
last issue that should be explored is parallelization of the genetic algorithm, especially
considering the huge processing times involved during the experimentation. By
parallelizing the algorithm, it is possible to increment the population's size, reduce the
computational cost and so to improve the performance of the AG. The parallel genetic
algorithms or PGAs constitute a recent area of investigation, and very interesting

approaches exist such as the Coarse Grained (islands model) PGAs or the Fine Grain
PGAs [16].

ssfully by a single basic
cpt of hybrid system in
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Abstract. The use of Computer Aided Diagnosis (CAD) for medical analysis is
taking relevance in areas as ECG and EEG, but also in cancer detection. In here
is proposed the use of the Rank M-Type Radial Basis Function (RMRBF)
Neural Network for mammographic images analysis. The proposed neural
network uses a proposed RM-estimator in the scheme of Radial Basis Function
to train the neural network. To improve the efficiency of the RMRBEF, the
parameters used to train the network were manipulated in accordance with the
RM-estimator theory. From simulation results we observe the classification
capabilities of the proposed neural network.

1 Introduction

The artificial neural networks are nonparametric pattern recognition systems that can
generalize by learning from examples [1, 4, 0]. They are particularly useful in
problems where decision rules are vague and there is no explicit knowledge about the
probability density functions governing sample distributions. Therefore, breast cancer
detection, in particular mammogram screening, make ideal candidates for application
of neural networks [2, 3]. Since the beginning of ‘90s, different neural networks
applications have been considered in breast cancer detection. The neural networks
have a potential to improve the performance of computer-based algorithms, especially
when used in conjunction with other algorithms. The increase in availability of quality
data through publicly accessible databases will provide in the near future more
conclusive evidence on utility of neural networks in solving the difficult problem of
breast cancer detection. Most frequently, the network architecture of choice in
computer-aided mammography is multilayer feed forward, i.e., multilayer perceptron
(MP) trained by supervised learning in a form of a backpropagation learning (BPL)
law. Typically, neurons are fully connected and employ standard forms of transfer
functions. The number of hidden layers is predominantly one, and the number of
nodes in the hidden layer is also relatively small. The subject of MP and BPL has
been extensively studied; general discussion can be found in text books, and
comparative studies and improvements are frequent topics in conferences and journals
[10].

© S. Torres, I. Lépez, H. Calvo. (Eds.) Received 10/02/07
Advances in Computer Science and Engineering Accepted 08/04/07

Research in Computing Science 27, 2007, pp. 25-34 Final version 18/04/07



26 Moreno-Escobar J., Gallegos-Funes F.,Cruz-Santiago R. and Ponomaryov V.

In this paper is proposed the Rank M-Type Radial Basis Function (RMRBF)
Neural Network for breast cancer detection purposes. The neural network uses a RM-
estimator in the scheme of radial basis function to train the neural network according
with the schemes found in the references [9, 10]. The use of robust RM-estimators has
been introduced for image denoising applications [0, 7, 8]. The combined RM-
estimators use different rank estimators such as the median, Wilcoxon and Ansari-
Bradley-Siegel-Tukey estimators, and the M-estimator with different influence
functions to provide better robustness. The performances of the RM-estimators are
better in comparison with original R- and M- estimators [7]. The RMRBF-based
training is less biased by the presence of outliers in the training set and was proved an

accurate estimation of the implied probabilities.

2 Radial Basis Function Neural Networks

Radial Basis Functions (RBF) have been used in several applications for pattern
classification and functional modeling. These functions have been found to have very
good functional approximation capabilities [4, 9, 10]. It has been proven that any
continuous function can be modeled up to a certain precision by a set of radial basis
functions [10]. RBFs have their fundamentals drawn from probability function
estimation theory. The structure of the RBF network is depicted in Figure 1. Each
network input is assigned to a vector entry and the outputs correspond either to a set
of functions to be modeled by the network or to several associated classes.

2.1 Radial Basis Functions Network

Several functions have been tested as activation functions for RBF networks. In
pattern classification applications the Gaussian function is preferred, and mixtures of

" these functions have been considered in various scientific fields.
The Gaussian activation function for RBF networks is given by [9]:

¢; (X)= expl_—— (”j - X)T Z;l (/‘j - X)J 1)

where X is the input feature vector, y; is the mean vector and Z; is the covariance

matrix of the jth Gaussian function. Geometrically, 4; represents the center or location
and X, the shape of the basis functions. Statistically, an activation function models a

probability density function where y; and Z; represent the first and second order
statistics. A hidden unit function can be represented as a hyper-ellipsoid in the N-

dimensional space. -
The output layer implements a weighted sum of hidden-unit outputs [4, 9, 10]:

Vi (X) = Z’ljkféj (X) - (@)

where L is the number of hidden units, M is the number of outputs with k=1,..., M.
The weights A;; show the distribution of the hidden unit/ for modeling the output £.
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OUTPUT
LAYER

INPUT
LAYER

Figure 1. Traditional radial basis function network. Each of N; components of the input vector
X feeds forward to M basis functions whose outputs are linearly combined with weights

M
177 into the network output Y (X)

2.2 Learning Techniques of RBF Networks

Radial Basis Functions have interesting properties which make them attractive in
several applications. A combined unsupervised-supervised learning technique has
been used in order to estimate the RBF parameters [9]. In the unsupervised stage, k-
means clustering algorithm is used to find the pdf’s parameters, LMS or instead
pseudo-inverse matrix can be used in the supervised stage to calculate the weights
coefficients in the neural network [4, 9].

3 Rank M-Type Radial Basis Function Neural Network

In here, we present the use of the RM-estimator as statistic estimation in the Radial
Basis Function network architecture. The combined RM-estimators can use different
rank estimators such as the median, Wilcoxon or Ansari-Bradley-Siegel-Tukey [0, 7,
8]. The M-estimator uses different influence functions to provide better robustness.

3.1 Activation Function

The Gaussian activation function is the most used function in the RBF networks. In
our case we use the inverse multiquadratic function [9]:
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1

?; (X) = \/’m 3)

where X is the input feature vector, f; is a real constant. In our simulation results g=1.

3.2 K-means Algorithm

In our case we used the clustering k-means algorithm to estimate the parameters of the
RBF neural network [4, 9]. The k-means algorithm is used in the unsupervised stage.
The input feature vector X is classified in k different clusters. A new vector x is
assigned to the cluster k¥ whose centroid p is the closest one to the vector. The

centroid vector is updated according to,

= gy +——(x— 2, @)
KON

k

where N is the number of vectors already assigned to the k-cluster. The centroids can
be updated at the end of several iterations or after the test of each new vector. The
centroids can be calculated with or without the new vector. By other hand, the steps

for the k-means algorithm are the following:

Step 1. Select an initial partition with k clusters. Repeat steps 2 through 4 until the

cluster membership stabilizes.
Step 2. Generate a new partition by assigning each pattern to its closest cluster center.
Step 3. Compute new cluster centers as the centroids of the clusters.
Step 4. Repeat steps 2 and 3 until an optimum value of the criterion function is found.

3.3 Rank M-type (RM) Estimator

The RM-estimator that is used in the proposal RBF network is the Median M-type
(MM) estimator [0, 7]. The non-iterative MM-estimator used as robust statistics

estimate of a cluster center is given by,
42, = med{X@(X—-06)} | (5)
where X is the input data sample, @ is the normalized influence function y :

y/(X)=Xl]7(X), 9=med{X k} is the initial estimate, and k=1, 2,...,N;. The

presented estimator is the combined RM-estimator. The R-estimator provides good
properties of impulsive noise suppression and the M-estimator uses different influence
functions according to the Huber scheme, providing better robustness. So, it is
expected that the performances of combined RM-estimator can be better in

comparison with original R- and M- estimators [7].
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3.4 Influence Functions

In our experiments we used the following influence functions [7]:
The simple cut (skipped mean) influence function,

X, |X|<r
X = X 'l X = 6
y,cul(r) ( ) [-r.r]( ) {0’ OtherWise ( )
and the Tukey biweight influence function,
X*r-Xx? <r
Wi (X) = ( ) IXI ; @)
0, otherwise

where X is a data sample and r is a real constant. The parameter » depends of the data
to process and can be change for different influence functions.

4 Segmentation and Feature Extraction

4.1 Image Collection

To have access to real medical images for experimentation is a very difficult
undertaking due to the privacy issues. The data collection that was used in our
experiments was taken form many internet sources, but the most important was the
MIAS (Mammographic Image Analysis Society) image data base [11, 12, 13]. The
MIAS image collection has been used in other studies of automatic mammography
classification. Its corpus consists of 322 images, which belong to 3 big categories:
normal, benign and malign. There are 208 normal images, 63 benign and 51 malign.

4.2 Segmentation Stage

The first step in image analysis generally consists in a segmentation phase [14]. In
this stage the image is divided in regions of interest that contain relevant information
for a specific purpose. In our case, due to the irregularity of mammography images, a
combination of morphology and threshold methods was used [14, 15, 16]. This way
we could divide the mammography in two main regions: a strange object (possible
tumor or cancer) and the breast.

4.2.1 Morphology

Morphology techniques offer a powerful method to segment images with irregular
shapes or figures as the ones were are using in this work.

The most important morphology operations defined for two sets 4 and B are
[14]:
* Dilation- Consists in growing the geometrical area of a region of interest in an
image and can be definedas A®D B .
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e Frosion- Consists in the reduction of the geometrical area of a region of interest

in an image, and can be defined as 4
Combining these techniques the following operations can be implemented [14]:
e Opening, used to eliminate small objects for smoothing a region of interest in an

image.

AoB=(A©B)®B ®)

e Closing, also used for smoothing, eliminates small separations or holes of a

region of interest in an image. .

AeB=(4® B)A©3 ©)

4.2.2 Thresholding

is useful to distinguish pixels that are located in different gray levels
(values) and can be considered part of an object. Thresholding values are obtained
according to the processed image. In our case, we use two thresholding values: one
for the detected object and other one for the breast. The background is not used
because it does not offer relevant information, and considering that it is a big part of

the whole imageand the processing time is reduced.

Thresholding

4.3 Feature Extraction

rement that allow the evaluation of some

d in an image. These techniques give us an
[15, 16]. Two of

There are techniques of geometric measu

characteristics associated to objects detecte
idea of how compact, bright and smooth an object in an image is

these characteristics are:

Compactness: Is a measure of an object distribution,

perzmeter2 (10)

compacrtness =
area

Contrast: Is the difference between the average gray levels of two objects in an
image,
object _average— breast_ average ”
object _average+ breast _average )

contrast =

Also, some basic statistics quantities were used:

e Average value (detected object and breast),
Standard deviation (detected object and breast),

e Range (detected object and breast),
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making a total of 8 characteristics used in the proposed RMRBF neural network.

S Experimental Results

The first step to be done was to select the type of classification that the neural
network was going to make. Because all of the literature related focuses only in
microcalcification detection, the purpose here was to find also cancer abnormalities.
That was the reason to purpose 2 main groups of classification: the first one (Group 1)
will be constituted of normal images and benign abnormalities; the second one
(Group 2), of images with any kind of microcalficication and malign abnormalities.
The classification process is presented in Figure 2.

To train the network for getting the appropriate pdf’s parameters were used 32
images (8 normal, 8 benign abnormalities, 8 malign abnormalities, and 4 benign and 4
malign microcalficications), and to probe the efficiency were used 125 images (40
normal, 38 benign abnormalities, 30 malign abnormalities, 8 benign

microcalcifications and 9 malign microcalficications), all of them of the MIAS image
collection.

+ healty image

I - possible breast

cancer

Mammographic Image Feature Rank M-type RBF Result
image segmentation extraction

Figure 2. Classification process

The neural network RMRBF propose here is evaluated using the influence
functions mentioned in section 3.4, and its performance is compared with the simple
RBF algorithm, which was implemented according to its references [9, 10].

Tables 1 to 7 show the experimental results, for being the most important ones, in
terms of efficiency, uncertainty and error for the image collection in the case of
normal (NORMAL), benign abnormalities (AN_BEN), malign abnormalities
(AN_MAL), benign microcalficications (uC_BEN), and malign microcalficications
(uC_MAL). Table 1 shows the results obtained using the simple RBF neural network,

and Tables 2 to 7 show the results obtained with the proposed RMRBF neural
network.

Table 1. Results obtained by the simple RBF algorithm

SIMPLE RBF NORMAL AN BEN AN MAL uC BEN uC MAL TOTAL

Efficiency 52.50% 47.37% 30.00% 12.50% 55.56% 39.59%
Uncertainty 1.33% 0.00% 0.00% 0.00% 0.00% 0.27%
Error 46.17% 52.63% 70.00% 87.50% 44.44% 60.15%
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The described RMRBF neural network with different influence functions has been
evaluated with the simple cut and Tukey influence functions. The data that was used
to get the pdf’s parameters change in accordance with the variation of the r parameter
value that was calculated as a factor of the difference between the mean and the
minimum value of the data obtained for each characteristic in the training stage. For
this reason the maximum value of &2 (mean-minimum value).

Tables 2 to 4 show three relevant results obtained from the proposed RMRBF
using Simple Cut influence function with different values of r.

Table 2. Results obtained using the simple function with ~=0.3

SIMPLE CUT NORMAL AN BEN AN MAL uC BEN uC MAL TOTAL

Efficiency 70.00% 68.42% 30.00% 37.50% 66.67% 54.52%

Uncertainty 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Error 30.00%  31.58% 70.00%  62.50%  33.33% 45.48%
Table 3. Results obtained using the simple function with =0.4

SIMPLE

CUT NORMAL AN BEN AN MAL uC BEN uC MAL TOTA:L

Efficiency 72.50% 65.79% 23.33% 62.50% 66.67% 58.16 o/o

Uncertainty 0.00% 0.00% 0.00% 0.00% 0.00% 0.00 f»

Error 27.50% 34.21% 76.67% 37.50% 33.33% 41.84%
Table 4. Results obtained using the simple function with r=0.5

SIMPLE

CUT NORMAL AN BEN AN MAL uC BEN uC MAL TOTAOL

Efficiency 77.50% 63.15% 36.67% 50.00% 55.56% 56.58 f

Uncertainty 0.00% 0.00% 0.00% 0.00% 0.00% 0.00 OA:

Error 22.50% 36.85% 63.33% 50.00% 44.44% 43.42%

From Tables 2-4 is observed that the results obtained with simple cut RMRBF are
better than results shown in Table 1. Also one can see that the change of r value helps
us to obtain a higher efficiency. )

Tables 5-7 show the results obtained from RMRBF using Tukey influence function
with the same values of » used with Simple Cut influence function.

We notice that the best results are given by the Simple Cut influence function that
in one result approaches to 60% of efficiency, but there is still a big percentage of
error for medical purposes. One important reason might be the irregularity of
mammography images that makes difficult the segmentation stage. Examples of
proper and improper results can be seen in Figures 3 and 4.

Table 5. Results obtained using the Tukey function with =0.3

TUKEY NORMAL AN BEN AN MAL uC BEN uC MAL TOTAL
Efficiency 70.00% 63.16% 30.00% 37.50% 66.67% 53.46%
Uncertainty 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Error 30.00% 36.84% 70.00% 62.50% 33.33% 46.54%
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Table 6. Results obtained using the Tukey function with »=0.4

TUKEY NORMAL AN BEN AN MAL uC BEN uC MAL TOTAL
Efficiency 75.00% 63.16% 26.67% 50.00% 55.56% 54.08%
Uncertainty 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Error 25.00% 36.84% 73.33% 50.00% 44.44% 45.92%

Table 7. Results obtained using the Tukey function with ~=0.5

TUKEY NORMAL AN BEN AN MAL uC BEN uC MAL TOTAL
Efficiency 72.50% 65.79% 36.67%  37.50% 33.33% 49.16%
Uncertainty 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Error 27.50% 34.21% 63.33% 62.50% 66.67% 50.84%

One improvement that could be made to the RMRBEF is taking the best efficiency
of each one of the 8 characteristics used for all the values of » used in simulations, and
combines them in a new RMRBF Neural Network for trying to get better results.

Figure 4. Mammography image with an improper result
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6 Conclusions

We present the RMRBF Neural Network, it uses the RM-estimator in the scheme of
radial basis function to train the proposed neural network. The results obtained with
the use of the proposed RMRBF are better than others results obtained with simple
RBF algorithms. Unfortunately the error is still big. The implementation of the Neural
Network mentioned at the end of previous section could help, but also another
segmentation algorithm should be implemented to see if there is a better
differentiation between the regions of interest purposed in this paper.
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Abstract. Fuzzy control methods follow the human way of making control
decision. They are based on a usually large number of simple rules describing
the reaction of the system under control to each combination of its control
variables. Applied systems based on fuzzy control are of great importance in
navigation of space vehicles, flight control, missile speed control, industry and
manufacture, etc. In many cases, these are complex systems having many
variables to control. For such systems, the rule base explodes exponentially in
the number of variables. There are methods that considerably reduce the
number of rules; however, the performance of such reduced system depends on
the choice of some parameters, which have been so far determined only
manually based on the experience and knowledge of a skilled system designer.
We propose a method that uses a genetic algorithm to automatically determine
these parameters for the combination of sensory fusion and hierarchical rule
base reduction methods. The implementation process and simulation
experiments are presented.

1 Introduction

Since the decade of the 80’s, fuzzy logic has been the main source of practical and
simple solutions for a great diversity of applications in engineering and science.
Fuzzy control algorithms have been the most active area of research in fuzzy logic in
the recent years. They are crucial in navigation systems, flight control, satellite
control, speed control of missiles, as well as in industrial and manufacturing
processes. Some fuzzy control applications to industrial processes produce results
superior to those obtained by classical control methods. Moreover, these methods
have serious limitations in their expanding to more complex systems, because
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currently there is no complete theory of how to predict the behavior of the system
after a change in its parameters or variables.

Unlike the classical methods, fuzzy control methodology allows for simple and
intuitive expansion to highly complex systems. However, for complex systems the
number of fuzzy rules is increased exponentially in the number of variables
describing the system: for n variables taking m possible linguistic labels each, m"
rules is needed to construct a complete fuzzy controller. As n grows, the rule base
quickly becomes unmanageable. Various methods have been suggested to reduce the

number of rules used by the controller.
A combination of sensory fusion and hierarchical methods is very effective in

reducing the rule base. However, the popularity of these methods has been limited
due to necessity for manually choosing quite a number of parameters: as many as
there are variables. So far it has required tedious work and great experience of the
system designer in order to find a good—even if not optimal—set of parameters [1].
In this paper, we propose a completely automatic method for choosing the very
optimal parameters. Specifically, we use a genetic algorithm (GA) to choose their
optimal combination. The paper is organized as follows. Section 2 introduces
complex fuzzy control systems. In Section 3, the principles of rule base reduction
methods are described. Section 4 proposes the GA-based algorithm that allows for

automatically finding the optimal combination of parameters. Experimental results are
presented in Section 5 and conclusions in Section 6.

2 Complex Fuzzy Control Systems

A system is complex if its order (the number of control variables) is too high and its
model is nonlinear, interconnected with uncertain information flow, so that classical
techniques of control theory cannot easily deal with such a system [1]. As the
complexity of a system increases, it becomes more difficult and eventually impossible
to make a precise statement about its behavior. Fuzzy logic is used in system control
and analysis design, because simplifies engineering development; sometimes, in the
case of highly complex systems, it is the only way to solve the problem.

The main components of a fuzzy controller are: a process of coding numerical
values into fuzzy linguistic labels, an inference engine where the fuzzy rules are
implemented, and decoding of the output fuzzy decision variables. Fuzzy control can
be implemented by putting the above three stages on a chip or a personal computer.

Dealing with a complex fuzzy system remains a big challenge for any control
paradigm to manage the number of the fuzzy IF-THEN rules. When a fuzzy
controller is designed for a complex system, often several output and input variables
are involved. In addition, each variable is represented by a finite number m of
linguistic labels which indicate that the total number of rules is equal to m", where n
is the number of system variables. As an example, consider n =4 and m = 5 than the
total number of fuzzy rules will be k = m" = 5! = 625. For five variables, k = 3125.
From the above simple example, it is clear that the application of fuzzy control to any
system of significant size would result in a dimensionality explosion.
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3 Methods for Reduction of the Rule Base

One of the most important applications of fuzzy set theory has been in the area of
fuzzy rule based system. Rule base reduction is an important issue in fuzzy system
design, especially for real time Fuzzy Logic Controller (FLC) design. Rule base size
can be easily controlled in most fuzzy modeling and identification techniques.

The size of the rule base of complex fuzzy control systems grows exponentially
with the number of input variables. Due to that fact, the reduction of the rule base is a
very important issue for the design of this kind of controllers. Several rule base
reduction methods have been developed to reduce the rule base size. For instance,
fuzzy clustering is considered to be one of the important techniques for automatic
generation of fuzzy rules from numerical examples. This algorithm maps data points
into a given number of clusters [2]. The rule base size can be controlled through the
control of the number of cluster centers. However, for control applications, often
there is not enough data for a designer to extract a rule base for the controller.

A simple and probably most effective way to reduce the rule base size is to use
Sliding Mode Control. The motivation of combining Sliding Mode Control and Fuzzy
Logic Control is to reduce the chattering in Sliding Mode Control and enhance
robustness in Fuzzy Logic Control. The combination also results in rule base size
reduction. However, this approach has its disadvantages as the parameters for the
switch function have to be selected by an expert or designed through classical control
theory [3].

Anwer [4] proposed a technique for generation and minimization of the number of
such rules in case of limited data sets availability. Initial rules for each data pairs are
generated and conflicting rules are merged on the basis of their degree of soundness.
This technique can be used as an alternative to develop a model when available data
may not be sufficient to train the model.

A neuro-fuzzy system [5-9] is a fuzzy system that uses a learning algorithm
derived from, or inspired by, neural network theory to determine its parameters
(fuzzy sets and fuzzy rules) by processing data samples. Modern neuro-fuzzy systems
are usually represented as special multilayer feedforward neural networks (for
example, models like ANFIS [8], FuNe [9], Fuzzy RuleNet [10], GARIC [11], HyFis
[12] or NEFCON [13] and NEFCLASS [14]). A disadvantage of these approaches is
that the determination of the number of processing nodes, the number of layers, and
the interconnections among these nodes and layers are still an art and lack systematic
procedures.

Jamshidi [1] proposed to use sensory fusion to reduce a rule base size. Sensory
fusion combines several inputs into one single input. The rule base size is reduced
since the number of inputs is reduced. Also, Jamshidi [1] proposed to use the
combination of hierarchical and sensory fusion methods. The disadvantage of the
design of hierarchical and sensory fused fuzzy controllers is that much reliance has to
be put on the experience of the system designer to establish the needed parameters.
To solve this problem, we automatically estimate the parameters for the hierarchical

method using GAs.
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3.1 Sensory Fusion Method

This method consists in combining variables before providing them to input of the
fuzzy controller. These variables are often fused linearly. For example, we want to
fuse two input variables yi and y, (see Figure 1). The fused variable Y will be
calculated as Y = ay, + by,. Here, it is considered that the input variables of the fuzzy
controller are represented by m=5 linguistic labels. So in this case, the number of
rules will be thus reduced from 25 to 5. More variables has the fuzzy controller, more
reduction can be obtained (see Figure 4).

b4 Y
—>| F ——9\ Y| F
L (> o> L P
RLEEN o y_z__;,@ﬂ C
Num. of rules = 25 Num. of rules =5

Fig. 1. Fuzzy logic controller’s rule base reduction when two variables are fused.

The reduction of the number of rules is optimal if one can fuse all the input
variables in only one variable associated. In this case, the number of rules is equal to
the definite number of linguistic labels for this variable. But it is obvious that all these
variables cannot be fused arbitrarily, any combination of variables has to be reasoned
and explained. In practice only two variables are fused: generally the error and the
change of error. The fusion can be done through the following rule

E= ae +bAe 1)

where e and Ae are error and its rate of change, E is the fused variable, and a and b
found manually [1].

We want to point out that the manually selection of the parameters a and b convert
into fastidious and time-consuming routine. And the described method which permits
to reduce significant the number of rules can’t be used easily.

3.2 Hierarchical Method

In the hierarchical fuzzy control structure from [1], the first-level rules are those
related to the most important variables and are gathered to form the first-level
hierarchy. The second most important variables, along with the outputs of the first-
level, are chosen as inputs to the second level hierarchy, and so on. Figure 2 shows
this hierarchical rule structure.

IF y, is Ay; and ... and y, is 4, THEN u, is B, (2)
IF yyi+1 is Ayip and ... and Yyjsr is Ani THEN u; is B,

where ij = 1, ...,n; y; are the control system’s output variables, u; are the system’s
control variables, 4; and B; are linguistic labels; N, = 5’ ’j‘_'l n,<n and n; is the

number of j-th level system variables used as inputs.
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Fig. 2 Schematic representation of a hierarchical fuzzy controller.

The goal of this hierarchical structure is minimize the number of fuzzy rules from
exponential to linear function. Such rule base reduction implies that each system
variable provides one parameter to the hierarchical scheme. Currently, the selection
of such parameters is done manually, which is a tedious and time-consuming.

3.3 Combination of the Methods

The more number of input variables of the fuzzy controller we have, the more it is
interesting to combine the methods presented above with a goal to reduce more the
rule base. We want to quote, as an example, the combination of the sensory fusion
method and the hierarchical method. The sensory fusion method (section 3.1)
combined to the hierarchical method (section 3.2) led to an approach illustrated in
Figure 3. Initially, the variables are fused linearly, as in Figure 1, and then are
organized hierarchically according to a structure similar to that of Figure 2.

N —__)@\ Y,
Y2 B

— FLC
n—3F © 1 .
Y2 L Y3 >
y3s —> —p —9@\ Y, FLC
3| € ®> 2
= Y4 @/ >
—>
ys N N
-7\ e 7
Num. of rules = 3125 Num. of rules = 50

Fig. 3 Combination of the methods for »=5 and m=35.

The comparison of the sensory fusion method, the hierarchical method and the
combination of these rule base reduction methods is presented in Figure 4. Take into
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account that the variables are fused here per pair and that on each level of the
hierarchy one and only one variable is added. The most significant reduction can be
obtained when the sensory fusion and hierarchical methods are combined.

600 /:; .
@ 500
E 400 / —e—fUSion
(] / —m— hier
+ 300
a / —e—comb
§ 200

100 ; f f : :

0 T T T T T 1
3 4 5 6 7 8

Number of variables

Fig. 4 Comparison of various rule base reduction methods with m=3.

4 Genetic Optimization

In this section, we present the proposed method to estimate the parameters of the
combination of the sensory fusion and hierarchical rule base reduction methods. The
scheme of the proposed method is shown in Figure 5. We have three modules:
System Module, Fuzzy Controller Module, and Genetic Algorithm Module. These
three modules interconnect in two loops: an internal loop to control a system and an
external loop to modify the fusion-hierarchical parameters. The internal loop
comprises the fuzzy controller module and the system module. In other words, this
loop represents a closed-loop control scheme. The external loop is composed of the
genetic algorithm module, the fuzzy controller module, and the system module. The
objective of the genetic algorithm module is to estimate the fusion-hierarchical
parameters of the fuzzy controller through the minimization of the error between the
design specifications and the output of the process. Below we discuss each module of
the proposed method. |

4.1 Control System Module

The control system is defined as a complex system with p inputs and q outputs:

U=y, .oy Ul Y= [Y1 «ees Yoli 3)
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Fig. 5. Scheme of the proposed method.

4.2 Fuzzy Controller Module

The fuzzy controller module is represented by the fuzzy controller of reduced
complexity which results after the application of the sensory fusion and hierarchical
rule base reduction methods (described above) such that it uses the combination of
the fusion-hierarchical parameters.

The fuzzy controller is composed of one or several fuzzy controllers (depending
on the number of variables). These controllers are of the Takagi-Sugeno type and
each has a maximum of two inputs. The variation of these inputs results from the
design of the sensory fusion and hierarchical methods or the output variables of
another fuzzy controller.

4.3 Genetic Algorithm Module

The Genetic Algorithm module represents a genetic algorithm that maintains a
population of chromosomes where each of which represents a combination of
candidate parameters. This genetic algorithm uses data from the system to evaluate
the fitness of each parameter in the population. It does this evaluation at each time
step by simulating out with each combination of the parameters and forming a fitness
function based on the design specifications which characterize the desired
performance of the system. Using this fitness evaluation, the genetic algorithm
propagates parameters into the next generation via the combination of the genetic
operations proposed below. The combination of the parameters that is the fittest one
in the population is used in the sensory fusion fuzzy controller.

This allows the proposed method to evolve automatically the combination of
parameters from generation to generation (i.e., from one time step to the next, but of
course multiple generations could occur between time steps) and hence to tune the
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combination of the parameters in response to changes in the system or due to user
changes of the specifications in the fitness function of the GA.
We use a standard GA algorithm, which can be summarized as follows:

Determine the rule base reduction method and the number of parameters to find.
. Construct an initial population.

Encode each chromosome in the population.

Evaluate the fitness value for each chromosome.

Reproduce chromosomes according to the fitness value calculated in Step 4.
Create offspring and replace the parent chromosomes by the offspring through
crossover and mutation.

7. Go to 3 until the maximum number of iterations is met.

AUAWN

4.3.1 Representation

To encode the combination of parameters, chromosomes of length N ‘B are used,
where N is the number of parameters and B the number of bits, which we use to
encode the parameters. To decide how many bits to use for each parameter, we
should consider the range of all possible values for each of them. For example,
suppose that the parameters we want to obtain are positive with one decimal after the
dot. To encode all possible values of each parameter we will use 8 bits. In F igure 6,
there is one chromosome, representing the combination of parameters, which has N =
4 parameters with B = 8 bits each. So, the total range of the parameters will be in the
interval [0, 256]. To obtain the required precision (one decimal after the dot), we
multiply the output values of the parameters by 0.1. As a result, the searching
parameters will be in the interval [0, 25.6].

4.3.2 Population
The initial population is randomly generated. Its size is fixed and equal to 50

individuals.
N B

a|=l5|10|j0fJO0]jO|1]|]1}f1]1

c|=203| 1|1|[O0OfjO)1|O]1]1

d|=3 [o0|JOfO|]1]|1|1]1]0

Fig. 6. Example of representation of one chromosome (or one combination of parameters)
which has N = 4 parameters with B = 8 bits each.
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4.3.3 Fitness Function

The genetic algorithm maintains a population of chromosomes, each of which
represents a different combination of parameters. It also uses a fitness measure that
characterizes the closed-loop specifications. Suppose, for instance, that the closed-
loop specifications indicate that the user want, for a step input, a (stable) response
with a rise-time of ¢°,, a percent overshoot of s',,, and a settling time of 7 ,. We
propose the fitness function so that it measures how close each individual in the
population at time ¢ (i.e., each parameter candidate) is to meet these specifications.
Suppose that ¢, s,, and #, denote the rise-time, the overshoot, and the settling time,
respectively, for a given chromosome (we compute them for a chromosome in the
population by performing a simulation of the closed-loop system with the candidate
combination of the parameters and a model of the system). Given these values, we
propose (for each chromosome and every time step)

T=wi(t— 1) + wy (5, — 8"p) + ws (t; — 1) 4)

where w; > 0, i = 1, 2, 3, are positive weighting factors. The function J characterizes
how well the candidate combination of the parameters meets the closed-loop
specifications; if J = 0 it meets the specifications perfectly. The weighting factors can
be used to prioritize the importance of meeting the different specifications (e.g., a
high value of w;, relative to the other values indicates that the percent overshoot
specification is more important to meet than the others).

Now, we would like to minimize J, but the genetic algorithm is a maximization
routine. To minimize J with the genetic algorithm, we propose the fitness function

Jres= 1/J. 5

We know the design specifications of the system and we can obtain the step
response characteristics for each chromosome in the population (rise-time, overshoot,
and settling time). If the results given by the GA are in the range of the design
specifications of the system, then the fitness function is defined by (4), (5); otherwise,
it is set to 1000.

5 Simulation Results

The proposed method was tested in the inverted pendulum control system [15].
The objective of this control system is, on one hand, to maintain the stem of the
pendulum in high driving position, on the other hand, to bring the cart towards a
given position x,. The scheme in Figure 7 shows the main components of the system.

The basic variables are:

— the angular position of the stem 8,
— the angular velocity of the stem A8;
— the horizontal position of cart x;

— the velocity of the cart Ax.
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SN
-

X

Fig. 7. Inverted pendulum, where M= 1 kg is the mass of the cart, m = 0.1 kg is the mass of the
pendulum, /=1 m is the length to pendulum, F is the force applied to the cart, x is the cart
position coordinate, € is the pendulum angle with vertical.

The design specifications of the inverted pendulum system are:

— the objective position of the cart is 30 cm;
— the overshoot of no more than 5 %;
— the settling time of no more than 5 sec.

The objective position where we must to bring a cart is x,, The variables to fuse are
g and 46, e and de, where e is the error in position given by e = x - X, and de = Ax.
The sensory fusion of the error in position and its variation X, = ce + dAe combined
with a hierarchical method led to the fuzzy controller represented in Figure 8. The
first fuzzy controller (FC1) calculates the first control action according to X, and the
angular position 6. In the second fuzzy controller (FC2), it .refines the value of
preceding control by considering an additional variable A@. The fuzzy controller
based on fusion-hierarchical combination is represented in the Figure 8. The rule

bases of FC1 and FC2 are represented in Table 1.
Xo

i

:

1AX —-> F :
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Fig. 8 Fuzzy controller based on the combination of the sensory fusion
and hierarchical methods.

The simulation of the inverted pendulum is performed in Simulink, Matlab starting
from the nonlinear equations [15]. The fuzzy controller is implemented in Matlab FIS
Editor. The input fuzzy sets are represented by triangular functions (N, Z and P)
regularly distributed on the universe of discourse [-1, 1]. The output fuzzy sets are
singletons regularly distributed on [-1, 1].
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Table 1. Rule bases of the fuzzy controllers FC1 (left) and FC2 (right).

ab b6

X N Z P " N Z P
N N N N N 2z
z N Z - Z N Z P
P P P Z P P

For the reduction with the combination of methods we obtained the following
parameters: a=25.3, b=10.1, ¢=3.4 and d=5.5. With these parameters the
horizontal position of the cart is stabilized in 5 seconds with overshoot equal to O (see

Figure 9), and the behavior of the angle position of the stem of pendulum is shown in
the Figure 10.

Time (sec.) Time (sec.)
Fig. 9. Horizontal position of the cart.  Fig. 10. Angle position of the stem of
pendulum.

6 Conclusions

The combination of sensory fusion and hierarchical methods makes it possible to
reduce the dimensionality of the control problem more significantly than any of the
two methods separately. So far the parameters for such combination have been
determined only manually, which requires months of tedious work of highly skilled
expert. We suggested a method for automatically finding the optimal combination of
such parameters. Our main contribution is the function to be optimized; then we use a
genetic algorithm for optimization of this fitness function. We tested the proposed
algorithm on a simulation of the inverted pendulum control problem and showed that
the fusion-hierarchical parameters for the design specifications of this problem were
adequately found.

Due to the fact that the fitness function is based on the design specification of the
system, we can apply it to any combination of fusion-hierarchical variables. Another
very important advantage is that when the user changes the design specifications, we
can obtain the necessary fusion-hierarchical parameters very quickly by using the
proposed GA. GA helps not only to automatically estimate the fusion-hierarchical
parameters, but also to improve the results obtained by the combination of methods.
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Abstract: A Data Warehouse is a data base that stores information for decision
making. The characteristics of DWs make the data models and the strategy
planning to be different from those used for operational data bases, requiring
new techniques and design tools.

This work presents a study on the DW extension for the management of
inaccurate information using the fuzzy conjunct theory. Here we display a
methodology which incorporates a set of steps to design cube multidimensional
components, generating a design star logic, or snow-flake arrangement. To
apply, an SQL Server was used and it was extended to apply the FSQL
scattered Fuzzy Database Relational engine, as well as incorporating some
technical rules of knowledge using SCD, which are an extension of FSQL, to
implement inference rules. Finally, we get a Fuzzy Data Warehouse, which

implementation, by means of a data base, makes queries on decision making
flexible

Key words: Fuzzy Data Warehouse, Fuzzy Data Base, Fuzzy Data Base
inference.

1 Introduction

From a beginning, the data bases became fundamental tools for control and handling
of commercial operations, reason why in a few years big companies and businesses
got a considerable number of information stored in different data sources, reaching
considerably higher size. In this way, the data bases have become part of a pillar in all
the processes that participate in an organization, integrating different systems that
provide quality information for the administration of such organization, which can
cause some time problems in accessing, as critical factors in data administration.
Figure 1 shows a graph of critical factors and a data base evolution.

A Data Warehousing (DW) is a data base that stores information for the decision
making (Peralta 2001; Golfarelli, 1998). This information is built starting from data
bases that register the organization’s business transactions (operational bases). The
DW's objective is to consolidate information from different operational bases making
it available to understand the analysis of managerial type of data.
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Research in Computing Science 27, 2007, pp. 49-62 Final version 23/04/07



50 Urrutia A. and Varas M.
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Figure 1: Database Integration and Critical Factors.
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making.

Thegcharacteristics of the DWs make the design strategies for the operational
database not to be generally applicable tohe design of a DW (Kimball, 1996; Inmon,
1996). The data models that represent the data stored in the DW are also different.

If the stored information on a Data Base is considered to be so precise as

bases work with the classicl logic of

inaccurate and that the related systems of data
covering only the type of precise information. Some proposals (Galindo, 1999) allow
formation by means of Fuzzy Data Bases extending the

the use of the inaccurate in
traditional data bases with the theory of fuzzy groups, allowing the storage of
urate data.

information, treatment and consultation of inacc
Some jobs in fuzzy DW that are found in both investigations (Kumat et. al, 2005;

Feng et. al, 2003) show the typified linguistic labels in some data, which allow to
handle the information with extended fuzzy logic. In Server analysis Kumar discloses
the data implementing with linguistic labels in SQL Server, while Ling reveals
mathematical formality in generating cube’s elements with a fuzzy logistics’

extension, without reaching application
The investigation presented in this work is the result of the extension from a data
warehouse to the inaccurate treatment as well as of its storage, in consultations that

allow the managing of information with more flexibility in the decision making. The
motors of data used here are SQL Server, FSQL and the inference software SCD,
which is an extension of the FSQL. It is necessary to highlight that the
implementation was one of the author’s degree seminars.

The arranging consists of the theory elements of fuzzy groups, methodology and
implementation of a fuzzy data warehouse, conclusions and bibliographical

references. _
Note: The software used by paper is in Spanish, for what the figures were shown in

this language
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2 Used Elements

The investigation presented in this document shows the work developed on an SQL
Server, where its elements are expanded with the theory of fuzzy groups, types of
diffused data and inference treatments using SCD for the DW components.

2.1 Theory of Fuzzy Groups

The concept "fuzzy" comes from the English term "fuzz" that means "confused,
blurred, not defined or unfocused, although “fuzzy”, in the academic world, is
accepted as “ambiguous” and “vague”, in the sense of human reasoning. The fuzzy
logic, comes from the information that is managed in daily life and which is not
always exact or precise, and due to this, it can possess uncertainty and inaccuracy.

A fuzzy group A on a speech universe "n" (finite interval or infinite inside which
the fuzzy group can take a value) it is an even group, suchas: A= {pA (x) /x:x € Q,
HA(X) € [0,1]e R} where pA(x) it is called the element's degree "x" belonging to the
fuzzy group A. This level oscillates between the ends "0" and "1" in the domain of the
real numbers:

HA(x) = 0 indicates that "x" doesn't belong to the fuzzy group A at all.
HA(x) = 1 indicates that "x” belongs completely to the Juzzy group A.

This definition allows to manage data with a degree of belonging to a group
between the extremes 0" and “1”, or to generate similar data, understanding the data
types from a data base (Zadeh, 1965).

2.2 Linguistic Label

A linguistic label, in natural language, is such a word that expresses or identifies a
fuzzy set, which may or may not be formally defined. Thus, the fuzzy set A
membership function 2u(x) expresses the degree in which x verifies the category
specified by 4.

With this definition, we can assure that in our everyday life we use several
linguistic labels for expressing abstract concepts such as: “young”, “old”, “cold”,
“hot”, “cheap”, “expensive”, etc. The intuitive definition of these labels, not only
varies from person to person and depending of the moment, but it also varies with the

context in which is applied. For example, a “high” person and a “high” building do
not mean the same.

Example 1: If we express the qualitative concept “young” by means of a fuzzy set,
where the x axis represents the discourse universe for “age” (in natural whole
numbers) and the y axis represents the membership degrees in the interval [0,1]. The

fuzzy set that represents such concept could be expressed as follows (considering a
discreet universe):

Young = 1/0 +... + 1/25 + 0.9/26 + 0.8/27 + 0.7/28 + 0.6/29 + 0.5/30 + ... + 0.1/34
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The “age” (in total years) would be the discourse universe of “young”. The linguistic
label “young” would identify this fuzzy set represented by a membership function, if
we consider an indiscreet discourse universe from others, such as “adult”, “old”, etc.

2.3 Types of Fuzzy Data

There are 3 types of attributes susceptible to inaccurate treatment (Galindo, 1999;
Urrutia 2003)) and they are classified according to the type of domain underlying
them and in that way, allowing to storage vague information or only allowing the

imprecise handling of such data:

Type 1: Attribute that are traditional, without vagueness, but they also admit that in

their domain it could define some linguistic label to be used .in gonsultations:
Type 2: Attribute that admit data with and without indefinite n form of distribution

possibility on an orderly underlying domain. Furthermore, it allows the representation

of data type Unknown, Undefined and Null. . .
Type 3: Attribute that define some labels that are scaled with a defined similar

relationship on them, in a way that this relationship shows the criterion by which they
look alike on each couple of labels. The same as the previous type, this also allows to
represent data labeled as Unknown, Undefined and Null.

2.4 Diffuse Expert System DCS (SCD)

DCS (Diffuse Control System) is a system created at the University of Malaga as a
pre-graduate thesis (Escobar, 2003). It is an FSQL extension created by (Galindo,
1999) and it allows to produce inference rules and provides means to carry out data

types T1, T2 and T3, with their respective linguistic labels.
It should be clear cut that such an expert system must be fed by an Expert, who

is a person that has gradually acquired knowledge through a leami-ng and experience
period over a specific domain, or having acquired knowledge by using the system.

2.5 Data Warehouse Design

A Data Warehouse (DW) is an administration tool used for the decision making,
According to (Inmon, 1996) a DW “is a group of data applied to topics, integrated,
volatile and historical, organized to support a process of decision making", from
which some transformation stages are considered, like:

1. Drawing out of data: It consists on drawing out data from the DB source and
to load it into the DW.

2. Filtering: It consists on filtering unacceptable data into the DW.

3. Format or values modifying: It consists on adapting formats or values so that
they comply with the guide lines defined in the DW.

4. Integration: It consists on integrating data coming from two sources.
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The most used components in a DW design with Cubes or Hypercubes consisting
of Dimensions (with Hierarchies formed by Levels) that are approaches for data
analysis, independent Variables and axes in the hypercube, they are also the
Measurements, which are values or indicators to analyze, dependent variables, besides
variables in the dimensions intersection. On the whole, they are dimensions and
measurements form a cube that are represented in a logical design called “shatters” or
“snow-flakes”, as it may be the case.

A DW has different technological alternatives: ROLAPs: they act directly on BD
Relational. MOLAPs: they work on specialized storage. HOLAPs: they try to apply
both strategies. Each one of them can be used in the design of a DW.

3 Fuzzy Data Warehouse Methodology and Implementation

Without a doubt (Salas, 2006), the methodology used in the construction of a Data
Warehouse is a question of vital importance and it is for that reason that we propose a
group of steps to develop a data warehouse that contemplates the extraction of data
with the undefined, besides allowing a diffused inference motor. The development

methodology for the construction of the proposed Data Warehouse contemplates 10
stages, which are as follows:

Situation

1. Withdrawal and analysis of Requirements: the necessary sources of data
withdrawal are determined from the organization's information system
(OLTP), as well as of external sources. Besides that, the user's requirements
are established, this is: the Data Warehouse services, restrictions and
objectives, obtained through interviews to users.

2. T-A Transformation: They are defined as linguistic labels that represent the
attributes Type 1 and 2 and, in turn, they produce inputs for the generation of
representing the attributes Type 3.

3. Conceptual Design CMDM: the conceptual Data Warehouse design is built
on this stage, starting from the requirements specified by the users. As it’s
specified by the CMDM model, cubes are built from dimensions, criterions
(standards) and the relationships grouping them.

4. T-C Transformation: the Linguistic Label transformations to Cube
Dimensions are defined here.

5. Cube Design: Defines the activities subjected to analysis and the dimensions
that characterize the activities for multidimensional modeling.

6. T-B Transformation: Considering the chosen labels from Step 2, the domain
stages of each one of the sub-ensembles for attributes Type 1 and Type 2 and
the similar relationships for attributes Type 3 that will be used by the
inference motor.

7. Logical design: defines the outline of ROLAP or MOLAP, producing the
logic star design and/or snow flakes and the ETL design (Extraction,
Transformation, Load)

8. Data Warehouse Inference: defines the rules of knowledge, with acquired
information through time and experts.
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9. Implementation: construction of Data Warehouse Fuzzy and preparation of
user's views through Systems Expert.
10. Representation: View of a Data Warehouse through a Front End application.

Figure 2 shows a description of the proposed steps for methodology that we have
called MFDW (Methodology for Fuzzy Data Warehouse) numbered with each step
and their corresponding sequence.
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Withdrawal and analysis of @ ‘:> Conceptual Design CMDM
Requirements (T7) (11, T2)
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Figure 2: MFDW Methodology for the Development of a Data Warehouse.

2

Just as mentioned in the section 2.2 the undefined tried with fuzzy logic bears to
three types of data T1 (Type 1), T2 (Type 2) and T3 (Type 3), each one of them with
a different type of representation. Table 1 displays the stages proposed in the design
and implementation of a DW, also, shows the incorporation of inference elements for
the administration of information and decision making (Salas, 2006).

Next we show a case where the methodology MFDW is applied and that was part
of a degree thesis in Engineering Sciences at the UCM (Universidad Catélica Del
Maule).
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Table 1: Description stages MFDW according to data T1, T2, T3 and inference.

Type 1 < ’
Stages Astribistes Type 2 Attributes Type 3 Attributes Inference
analysis of Receiving Data Define of data Define of data not Noos
requirements Reception continue continue
Conceptual 5 S Knowledge
Design Storing Data Linguistic Labels None Rules
’ . Dimensions, Dimensions and Dimensions and
Cubsis Design Measurements Measurements Measurements Noos
Knowledge
Inference Motor None None None Base
Logia Design S"m"s' tl;lrakes, None »onow Flakes, Star Expert System
. Excel, Data Excel, Data Report,
I l ’ »
mplementation Report, ete. Expert System Expert System Expert System
Presentation Normal Data Diffuse or Normal Diffuse Data Diffuse Data
Warehouse Data Warehouse Warehouse Warehouse

3.1 Practical Case

The Chilean Telemedicine is in need of periodically getting reports with ECG
(Electro-Cardiograms) received data. These reports are requested mainly from the
Ministry of Health, which is the main Company client. On the other hand, these
statistics are necessary to define the need of present operators at the call center on
every schedule and, in this way, plan the shift systems, about which we may say that
they have an incidence in the decision making of the Company operations. Also, the
statistics throw the quantity of ECGs sent by each client, needed information to
collect for the service (billing).

Actually, these reports are carried out through different statistics that are taken
based on the ECGs. These statistics are made monthly, checking the received ECGs
one by one and analyzing the different points of interest, such as ages, schedules of
ECG arrivals, symptoms and histories, among others. An important statistics portion
produced in this case allow to collect information for the decision making, being
necessary to establish a store for data (DW) to register this information and the
storing in time. Some of the data required in this DW have an imprecise behavior, so
it is necessary to build a fuzzy DW and, in a special way, some inference rules,
mainly for symptoms, so the decision making becomes more efficient.

3.1.1 Collection and Analysis of Requirements

It is the MFDW number one step, if not the most important. They were picked up
based on consultation to experts and in the experience on the topic of one of the
authors of this work. Not to go into details, in a simplified form, we show the user's
requirements according to their Gender Classification (Number of ECG received, by
sex, for each client), Symproms, Hour (Requested ECG received by the time of
arrival, number of operators per Schedule in function of demand), History (Patient’s
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history influence on consulting) and 4ge (Number of consulting appointments
depending on the patient’s age). Some indicators that can be measured are displayed

next:
a) Type of diagnosis depending on the patient’s type, ECG’s timetable, hospital

to be sent.
b) Deduce diagnosis based on certain rules of patient’s behavior through time.

¢) Cardiovascular diagnosis starting from variables, such as hypertension,
tobaccoism, etc.

The data base source has the related pattern, which is shown in the figure 3.
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Figure 3: Data Base source (Salas, 2006).

3.1.2 Definition of Linguistic Labels (T-TO)

Under the classification of this Data Base outline the tables "classification_subjects,
classification_items, classification_items_exams”, were repeated in tables Diagnosis,
Symptoms, History and Classification, to manage a descriptive name for such tables.
On them, these processes are synchronized via trigger, so that every time an insert is
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received in one of the classification tables “classification_subjects,
classification_items, classificaton_items_exam”, are repeated on of Diagnostic,
History and Symptoms tables, which keep the same structure as the tables mentioned
previously, but they add a relationship with defined tables to receive fuzzy data,
through linguistic labels, which are described next.

STATURE: Linguistic Label: {Under, Normal, High}. Where, the representation is
done the same way as in the age label, where the trapezoidal values are:

S(x) = (0, 1.45, 1.65, 2.15).

PHYSICAL STRUCTURE: Linguistics Label: {Small, Average, Big}
Where: Structure Index “Thin” of Corporal Mass is represented as:

P(x) = (0,18,25,40).
AGE: Linguistics Label: {Boy, Young, Adult} where,

L(x)= “1"If the Boy'’s Age < 8 years, “ (8 - Boy's Age)/(10-8)” If the Boy’s Age is
more than 8 and less than 10 years, “ 0” If the Boy's Age is more than 10 years.

L(x)= "“0"If the Youth's Age is smaller than 8, or more than 30 years, “ (Age of the
Youth — 8)/(10-8)” If the Youth's Age is between 8 and 10 years, “1” If the Youth's

Age is between 10 and 28 years, “(30 —Youth’s Age)/30-28)” If the youth's Age is
between 28 and 30 years.

L(x)= “1" If the Adult’s Age is 28 years, “(28 - Age Adult)/(100)-30)” If the Adult’s
Age is more than 30 and less than 100 years, “ 0” If the Adult’s Age is more than 100
years

Other labels, as time, behave in the same way described previously. Summer -
winter - autumn and spring, have their respective months assigned. In the same way
“hour”, among others.

3.1.3 Conceptual Design.

CMDM will be used (Carpani, 2000) to perform the conceptual design. CMDM
distinguishes among dimensions that identify reality objects and relationship
dimensions that represent the existent multidimensional relationships among this
objects.

* Even: A level representing a group of data
* Dimensions: They represent the approaches for analysis
* Relate Dimensional: They represent cross-links among dimensions.

DIMENSIONS: One of the requirements settles down as a discriminating approach
to the diagnosis for the ECGs. This dimension is obtained from the chart of diagnosis.
The dimension Diagnosis is composed by a level “diagnosis”.

The user requests, within the requirements, to know the main symptoms for which
an ECG is requested from the patient. The dimension Symptom is formed by a level
“symptoms”. The Patient dimension relates to the patient’s data and it is composed by
a level “patients”.
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Figure 4: Graphic representation of Dimensional Relational ITMS.

The dimension exam is necessary to obtain the data from the exam. This dimension

consists of a level “exam”
The dimension “date” is one of the requirements for the Data Warehouse

development, since most of the data is consulted according to a date or a range of

dates. This hierarchy dimension is formed by two levels “ Year and Month”.
The defined dimensions cross-links generated the dimensional relationship

“Integrate” (in figure 4 equal ITMS), which links all the dimensions previously
defined and from which it could be generated as many cubes as the required

measures.
3.1.4 Changing Labels to Dimensions (T-C) and Cube Design.

The MFDW steps 5 and 7 are analyzed in this section, using the relationships shown
in figure 4. The Diagnostic cube is believed to represent the measure Diagnosis
Quantity, which is formed by the Dimensions Diagnosis with the hierarchy Category
and the sub-hierarchy Symptoms and History; and the dimension Exam, with the
patient’s hierarchy.

This cube was implemented in the SQL Analysis Server, just as it’s shown in the
figure 5, only for accurate data. The cube is built from a star model and a snow flake
is made with the diagnosis dimension hierarchies. All this derived from the
conceptual model structure change (transformation) in figure 5 as a change to logic
design. The implementation for inaccurate data is shown in the section 3.1.5.
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Figure 5: Star Shape Model for Cube Diagnosis.

3.1.5 Representation of a Fuzzy OLAP Cube in a SQL Server

The MFDW step 10 is shown like an extension of the cube generated in the section
3.1.4 using the motor of Galindo’s FSQL. To implement FSQL in the SQL Server,
which incorporates, as part of the catalog, the relational pattern shown in figure 6,
called FIRST: Fuzzy Interface for Relational SysTems (Medina et.al, 1995: Galindo
et. al, 2005) in Galindo’s FSQL (Galindo, 1999).

Data-Base Implementing in FIRST and the FMB: The Data Base implementing in
FIRST (figure 6) in the Data Base SQL Server allows to incorporate the way how the
fuzzy and classic attributes are represented in a BDRD.
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Figure 6: Tables in FIRST that incorporates to the SQL Server in Catalog.
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Each one of these tables is filled according to the definition of the linguistic labels
for data T1, T2 or T3. The filling of each one of them is discussed next (Salas, 2006)

with the data taken from the Data Base sources.
The tables will be filled with the data of the labels shown in the section 3.1.2. With

these definitions you are under conditions to implement the BDRD. On this respect,
the data that will be stored in FIRST is the one that has been shown in the previous

points.

3.1.6 Using the Fuzzy Control System

In the MFDW data steps 9 and 10 we will use a computer system called of Diffuse
Control System (Escobar, 2003), DCS, to get the necessary inference for the system.
To this system we will make modifications to achieve the objective, which takes us to
develop an Expert System.

Such an Expert System should be fed by an expert who can be a person whose
knowledge has been acquired gradually through a period of learning and experience
in a specific field, or, fed by a system that offers him knowledge through its use
(practice). In the application DCS, the attributes Type 2 and Type 3 will be
implemented. For Type 2 we will use the symptoms and a patient's history, while in
Type 3 we will use diagnosis (show section 2.3). The knowledge rules are obtained
through the Data Warehouse.

To the traditional SQL language are added: the linguistic labels, the fuzzy

comparators, the Jogical connectors, the execution threshold and the fuzzy constants
(Galindo, 1999). In the application DCS to be used, this SQL extension is found in the
code source, where each one of the comparators, connectors, €tc., are defined (Salas,
2006)
Next, the development and the use of this system are shown. The first input data
input was to create a Project applying DCS, where the user will be Seminar; the title,
Cardiology and as observation, we will define inference of Cardiovascular
Diagnosis.

Entrance Variables. We will use the Entrance Variable “Hypertension”, called by
their acronym HTA and Tobaccoism, as history of a patient. Both with fuzzy grade of
incidence, Low, Average, and High. According to Step 2 of the MFDW pattern
proposed in Step 3.1.2 the defined linguistic labels are now implemented.

Output Variables. As Output Variables we will use the possible Diagnosis,
according to the inputs in this case. Our possible output variables will be the category
Necrosis and inside those we will find Isquemia. The attributes type 3, Diagnosis, are

noticed as output attributes.
We will create the rules of knowledge showing high HTA with High Tobacconism,

getting Necrosis, corresponding to Isquemia Anteroseptal. Figure 7 A) shows a

picture of this stage.
Inference of Diagnosis. The inference process of diagnostic is carried out through

acquired knowledge providing diagnostic probabilities according to the input
variables and to the rules inserted in the inference motor. Figure 7 B) shows a picture

of this stage.
The system shown here was of great advantage to the final user, allowing to have

pre-defined diagnosis and, over all, providing information more related to the human
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treatment, such as uncertain data. A good portion of the grades of domain and the
created linguistic labels were obtained from the System’s Expert (Escobar, 2003).
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Figure 7: A) Necrosis Output Variables. Linguistic Isquemia Labels Anterolateral.
B) Rule of Knowledge.

As seen in this case, the use of vague data is much used in complex systems with
information from doctors in medicine, among others. The DW are of great advantage
when comes the time to make decisions about certain thematic. The use of fuzzy logic
can provide a good way to work with vague data. In this case, the use of an extension

of a fuzzy related model FSQL to a fuzzy DW model has been shown, besides using
fuzzy inference.

4 Conclusion and Future Work

The methodology based on a set of steps presented here may serve as a guide for
similar toils, mainly to create data storehouses that allow to handle the information
management with vague data by means of the theory of fuzzy ensembles.

Proposing the use of Type 1, 2 and 3 attributes, linguistic labels and inference rules
is a contribution to supporting the decision making and, in some instances, satisfy
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more efficiently the user’s requirements than the traditional DW systems. FSQL
created by Galindo can be incorporated to different SQL platforms with related
models (Escobar, 2003), including data stores, o DW (Salas,2006).

One of the tasks is to represent in a concept model for DW that includes Type 1, 2
and 3 attributes, besides the linguistic labels shown on this work. Produce a clear
method to specify the user’s requirements when considering imprecise data which

could be handled with fuzzy logic.

Acknowledgments: Catholic University of the Maule Internal Project Number
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Abstract. This paper describes the application of a simulated annealing
approach to find an optimal investment strategy by maximizing expected
wealth at the end of a multistage horizon, considering wealth, return, cash
balance, withdrawals and upper bounds. The discretization of the random
return values and its probability was represented in a scenario tree generated
with simulation and randomized clustering. The performance of the linear
optimization model on different scenario trees is illustrated using test
examples. The model is stochastic, and exact optimization algorithms may
have difficulties with large or complex instances, motivating the research of
heuristic techniques. The computational results indicate that the approach is
promising for this sort of problems because easily allow the introduction of
more specific and real conditions, as constraints in the model.

1 Introduction

In financial portfolio management, multistage stochastic programming is used to find
an optimal investment strategy by maximizing expected wealth at the end of the plan-
ning horizon taking in account the possible fluctuation of the assets return in the fu-
ture (Trippy et al. [9]). The uncertainty on return values of instruments is accurately
described by a continuous distribution represented by a discrete approximation. Given
history up to the commencement of the investment period, the determination of the
finitely many outcomes of the random return variables is called scenario tree genera-
tion. The discretization of the random values and the occurrence probability consti-
tute a scenario tree (see Giilpinar et al [3]).

A Linear Programming (LP) model to maximize the expected wealth at the end of
the investment horizon can be easily build. Expected wealth is calculated as the total
net redemption value at time period 7. The model is multistage because it uses the
wealth generated in the previous period in order to represent the constraint in the next
period. It takes into account the uncertainty of the assets return, based in the history
of each asset, representing them in a scenario tree (as in Osorio et al [8]).

In spite of its theoretical interest, the basic portfolio optimization model is often
too simplistic to represent the complexity of real-world portfolio selection problems
in an adequate fashion. In order to enrich the model, we need to introduce more real-
istic constraints that involve withdrawals, diversification constraints and left open the
option to include specific conditions for different applications. This is the context

© S. Torres, I. Lépez, H. Calvo. (Eds.) Received 23/02/07
Advances in Computer Science and Engineering Accepted 08/04/07

Research in Computing Science 27, 2007, pp. 65-76 Final version 21/04/07



66 Osorio M., Jimenez E., Sanchez A. and Gomez M.

where good metaheuristic techniques become important. In particular, Simulated
Annealing has demonstrated to be an efficient and promising technique that can can-

dle the complex models in an adequate way (Crama and Schyns [1D).
The rest of the paper is organized as follows. The Multistage Optimization in Port-

folio Management theory and models is described in section 2. Section 3 includes a
complete description of the Simulated Annealing procedure used. Computational
examples are presented in section 4, and conclusions in section 5.

2 Multistage Optimization in Portfolio Management

In financial portfolio management, multistage stochastic programming is used to find
nvestment strategy by maximizing expected wealth subject to constraints
ertainty on return values of instruments is repre-
sented by a discrete approximation. Given history up to the commencement of the
investment period, the determination of the finitely many outcomes of the random
return variables is called scenario tree generation. Generating scenario trees is impor-
tant for the performance of the multistage stochastic programming. The root node of
the scenario tree represents the decision “today” and the nodes further on represent
conditional decisions at later stages. The arcs linking the nodes represent various
realizations of the uncertain variables. The dynamics of decision making is thus cap-
tured as decisions are adjusted according to realizations of uncertainty.

We use a multistage approach to the portfolio management problem to obtain a re-
turn-efficient multistage portfolio. The main concern of this paper is to find an opti-
mal investment strategy using different asset allocations over a given finite invest-

rizon. Uncertainty on asset performances (or returns) is represented with a
ce of the linear optimization

an optimal i
specified by the investor [8]. The unc

ment ho
scenario tree generated by simulation. The performan

model on different scenario trees is illustrated using test examples.

2.1 Uncertainty Representation and Scenario Trees

Coherent uncertainty representation is a requirement for this type of models. The
uncertainty is usually expressed in terms of multivariate continuous distributions. In
order to represent the continuous distributions, the decision model is generated with
internal sampling or a discrete approximation of the underlying continuous distribu-
tion. The random variables are the uncertain return values of each asset on an invest-
ment. The discretization of the random values and the probability space leads to a
framework in which a random variable takes finitely many values. At each time pe-
riod, new scenarios branch from the old, creating a scenario tree. Scenario trees can
be generated based on different probabilistic approaches as simulation or optimiza-

tion as presented in Gulpinar et al. [3].
Scenario trees can have different structures as shown in Fig. 1. For this research

we took the last option of every parent having two branches.
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Fig. 1 Scenario Trees for Multiperiod Optimization

We assumed a portfolio of n risky assets and consider its optimal restructuring
over a period in terms of expected return. After the initial investment (#=0), the port-
folio may be restructured at discrete times ¢ = 1, ..., T -1, and redeemed at the end of
the period , (r=7).

Let the increasing o-field F,(F,c... c Fr) be generated by stochastic events p =
{pr...p};t=1, ..., T. Let the random variables r(p ) and g,(p *) denote the uncer-
tain dividend (or income) and capital gain returns on investment. Random variables
and some specified coefficients of constraints are assumed to be F', measurable func-

tions (r,, g : Q, »N") on some probability space (€, F,, P ;). Due to the recourse
nature of the multistage problem, decision variables w,, b,, and s, are influenced by
previous stochastic events p°, and hence w,=w/(p '), b,=b(p") and s,= s{(p ). How-
ever, for simplicity, we shall use the terms w,, b,, and s,, and assume their implicit
dependence on p ‘. We assume that p, can take only finitely many values. Thus, the
factors driving the risky events are approximated by a discrete set of scenarios or a
sequence of events. Given the event history up to a time ¢, p°, the uncertainty in the
next period is characterized by finitely many possible outcomes for the next observa-
tion py. This branching process is represented using a scenario tree.

A scenario is defined as a possible realization of the stochastic variables {p, ...,
pr}. Hence, the set of scenarios corresponds to the set of leaves of the scenario tree,
Nr, and nodes of the tree at level £> 1 (the set V) correspond to possible realization
of p’. We denote a node of the tree (or event) by e = (s,f), where s is a scenario (path
from root to leaf), and time period ¢ specifies a particular node on that path. The root
of the tree is 0 = (5,0) (Where s can be any scenario, since the root node is common to
all scenarios). The ancestor (parent) of event e = (s,7) is denoted a(e) = (s, t — I), and
the branching probability p. is the conditional probability of event e, given its parent
event a(e). The path to event e is a partial scenario with probability P, = [Ip. along
that path. Since probabilities p, must sum to unity at each individual branching, prob-
abilities P, will sum up to unity across each layer of tree-nodes A, for ¢ = 0,1, ...,T.

Eachnode e € N;atalevel 1= J, ..., T corresponds to a decision {W,, b, ¢} Which
must be determined at time ¢, and depends in general on p " and the past decisions {w;,
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b;, s;}, forj=1, ..., 1— 1. This process is adapted to p * as w,, b,, s, cannot depend on
future events P, ... or which are not yet realized.

2.2 Scenario Trees Generated by a Simulation and Randomized Clustering

The scenario tree is the input to the financial optimization problem. The basic data
structure is the scenario tree node, which contains a cluster of scenarios (vectors in
Rn), one of which is designated as the centroid. The final tree consists of the cen-

troids of each node and their branching probabilities.
We used the main steps used to generate the scenario tree according to Giilpinar et
al. [3]. These steps are:
Step 1: (Initialization) Create a root node, with N scenarios. Initialize all the sce-
narios (including the centroid) with the desired starting point (“today’s” prices). For a

job queue consisting of the root node.
Step 2: (Simulation) Remove a node from the job queue. Simulate one time pe-

riod of growth (from “today” to “tomorrow”’) in each scenario.

Step 3: (Randomized seeds) Randomly choose a number of distinct scenarios
around which to cluster the rest: one per desired branch in the scenario tree.

Step 4: (Clustering) Group each scenario with the seed point to which it is the
closest. If the resulting clustering is unacceptable, return to step 3.

Step 5: (Centroid selection) For each cluster, find the scenario which is the clos-

est to its center, and designate it as centroid.
Step 6: (Queuing) Create a child scenario tree node for each cluster (with prob-

ability proportional to the number of scenarios in the cluster), and install its scenarios
and centroid. If the child nodes are not leaves, append to the job queue. If the queue
is nonempty, return to step 2. Otherwise, terminate the algorithm.

2.3 Definitions and Notation

Portfolio: A set of assets available for the investor.
Assets: The assets considered are Equities in the Mexican Bursaries Market

(BMV), available for the constitution of a portfolio distribution.
Returns: Percentage of returns in the form of dividends for equities.
Net Redemption Value: Total amount of money received at the end of the hori-

zon, when a the investment is encashed. .
The notation used in the following definitions is described in Table 1. All quanti-

ties in boldface represent vectors in R". The transpose of a vector is denoted with the
symbol ‘. In Table 1, subscript * indicates that vectors have two indices. The first
index represents assets i = 1,2, ..., n. The second one denotes each event e € N, at

time =1, ..., T of the scenario tree.
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Table 1. Notation

69

Symbols and Input Data

1

(1,11, ..., 1)

P°q (191, P292; --+> Pagn)’ (Hadamard product)

P'q =Pigi+ P+ ...+ p,gs (Inner product)

e =(s,0) index denoting an event (a node of the scenario tree)
a(e) ancestor of event e (parent in the scenario tree)

N, set of nodes of the scenario tree at time ¢

Pe branching probability of event e: p. = Prob[e | a(e)]
P probability of event e: if e = (s,7), then Pe=[1; =1 . p(sp)
n number of investment assets

M amount of initial investment

“ investment planning horizon

TW, total withdrawal at time ¢

ic; percentage paid in initial cost for asset i

ac; percentage paid in annual cost for asset i

Yie dividends or income returns for asset i at node e

tc transaction cost

W upper bound for asset i

Decision Variables

NR net redemption value

Ws amount of money held in each asset

h. withdrawal

b. amount bought of each asset

Se

amount sold of each asset

2.4 Multistage LP Problem

The Linear Programming (LP) model maximizes the expected wealth at the end of the
investment horizon. Expected wealth is calculated as the total net redemption value at

time period 7.

The redemption value is basically defined as the amount of money received at time
T when the investment is encashed. The basic LP model only includes constraints to
express the wealth return and cash balance. We added annual bank fees, transaction
costs for purchase operations, the withdrawal variable in the wealth return equation,
the total withdrawal (7W,) equation in the model and the upper bounds on the assets
amount in a diversification constraint in order to obtain a more complete and descrip-
tive model. The constraints in the LP model are:

Net Redemption Value of every asset. 1)
Initial Allocation. (2
Cash Balance Equations. 3)
Wealth for asset i in node e, )

Total Withdrawal at time ¢. 5)



70 Osorio M., Jimenez E., Sanchez A. and Gomez M.

Diversification constraints (6)

The model is multistage because it uses explicitly the wealth generated in the pre-
vious period in order to obtain the wealth in the next period. It takes into account the
uncertainty of the assets return, based in the history of each asset and represent it in a
scenario tree. The objective function is the sum of the net redemption values of every
asset at the end of the complete horizon, i.e. the net amount of money that the inves-
tor can obtain when the total investment is encashed. The general expression for the

multistage portfolio optimization model is:
max z[-l." NR{ .
Subject to

NR;= E.ENTPE [l' W&] i=l,...,n (1)

T l'Wio=M (2)
1'b;e— 1's;, =0 eeN,t=1,...,T,i=l,...n  (3)

wie = (1 — ac)) [(1+Xie) Wiage)]— hie (1 = tc)bje —Sie eeN,=1,....Ti=1, ..., n 4)

TW,;=Zeen Pe Zizi n 1'h;, =1,....,T ©)
Zicip Wie < Wie Zi=1n (1'Wie) eeN,=1,....,T (6)
NR;20 ! P :

Wies Dies Sie 2 0 eeN,t=1,...,.T,i=1, ...,n

Notice that the annual bank fees deducted by term (1 —ac;) for i = 1, ..., n must be
augmented by the bank’s initial setup fees in the first year. For children of the root
scenario node, e € Ny, the term becomes (1 — ic; — ac;), and is imposed on all con-
straints. The wealth in every period ¢ for asset , is Zeen e (1'w;), for i=1,...,n, and
t=1,...,T. The total wealth in for every period can be evaluated as Zecn Pe Zi=1n 1'Wie »

for =1,...,T.
The number of variables and constraint in the LP model is increased by the number

of assets and the topology of the scenario tree. The size of the scenario tree depends
on the depth and branching at each time period. Our computational results show that
even for large scenario trees it is possible to find solutions near to the optimal in a

reasonable amount of time.

3 Simulated Annealing for Financial Investments

Simulated annealing is a generalization of a Monte Carlo method for examining the
equations of state and frozen states of n-body systems. The concept is based on the
manner in which liquids freeze or metals recrystalize in the process of annealing. In
an annealing process a melt, initially at high temperature and disordered, is slowly
cooled so that the system at any time is approximately in thermodynamic equilibrium.
As cooling proceeds, the system becomes more ordered and approaches a "frozen"
ground state at T=0. The original Metropolis scheme was that an initial state of a
thermodynamic system was chosen at energy E and temperature T, holding T con-
stant the initial configuration is perturbed and the change in energy dE is computed. If
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the change in energy is negative the new configuration is accepted. If the change in
energy is positive it is accepted with a probability given by the Boltzmann factor exp
-(dE/T). This processes is then repeated sufficient times to give good sampling statis-
tics for the current temperature, and then the temperature is decremented and the
entire process repeated until a frozen state is achieved at T=0.

By analogy the generalization of this Monte Carlo approach to combinatorial prob-
lems is straight forward (Kirkpatrick et al. [5]). The current state of the thermody-
namic system is analogous to the current solution to the combinatorial problem, the
energy equation for the thermodynamic system is analogous to at the objective func-
tion, and ground state is analogous to the global minimum. The major difficulty (art)
in implementation of the algorithm is that there is no obvious analogy for the tem-
perature T with respect to a free parameter in the combinatorial problem. Further-
more, avoidance of entrainment in local minima (quenching) is dependent on the
“annealing schedule", the choice of initial temperature, how many iterations are per-
formed at each temperature, and how much the temperature is decremented at each
step as cooling proceeds.

3.1 Algorithm

The general algorithm implemented includes a population instead of only one indi-
vidual solution and a final condition of reaching an expected value (see Holland [4]
and Michalewicz [7]).

Start

Define parameters (initial investment, initial temperature,
long, cooling factor, population size, prodi-
gies _percentage, elitist percentage, move-
ment _amplitud, change_ percentage, replace-

ment_percentage, cloning probability)
Read the Scenario Tree

Generate polulation size initial solutions
temperature = initial temperature
Repeat
For each solution of the population Do
For 0 to long Do
Select the nodes to modify
!Depends on change_percentage
Modify nodes
!Depends on movement_amplitude
Accept or refuse the modification
Sort the solutions according to their means
Select prodigy solutions
'Depends on prodigies percentage
Assign an amplifying factor to each to each prodigy
Select elitists solutions !as many as population_size
Assign an amplifying factor to each elitist
Select the poorest solutions to replace
'Dependes on replacement_ percentage
For each poorest solution Do
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Generate a random z value
If z < cloning probability Then
Replace the solution with a clone

Else
Replace the solution by “Average Idol”

temperature = temperature *cooling_ factor
Until best solution.ob jc_value = expected_mean
Display solution
End

e the exact solution in the examples tested, and finished the al-
mal solution was found, in order to determine the parameters
ed better for this kind of problems. We show these parameters

We knew in advanc
gorithm when the opti
combination that work

in Table 6.

Parameters utilized in the main algorithm presented are described in Table 2.

Table 2. Dictionary

Explanation

Parameters
initial_temperature

long

cooling_factor
population_size
prodigies_percentage
elitist_percentage
movement_amplitud
change_percentage

replacement_percentage

cloning_probability

amplifying_factor

It is determined by the rule that the probability of accepting a
movement is near 1 for each element of the neighborhood at the
beginning of the algorithm.

Number of times that a modified solution is generated at the same
temperature, i.e., the time that the system remains in each tem-

perature to reach a stable state.

Speed to which the temperature is reduced, diminishing the prob-
ability that “bad” solutions are accepted.

Number of solutions that will be conserved in the population, this
number will remain constant in each generation.

Number of solutions, that according to their quality, will be the
parents of the following generation.

Percentage of best solutions found while they are preserved.
Percentage that determines the neighborhood around some value
of the solution within which this value can be moved when doing

modifications.
Percentage of nodes of the solution that will undergo modifica-

tions.

Percentage of solutions that due to its low quality will be replaced
by others of better quality, or by means of clonation or by another
method available called “Average Idol”.

Probability of replacing a solution by another one by means of
clonation.

Assigned in linearly decreasing form, of the prodigies percentage.
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4 Computational Examples

The procedure was tested with two examples. In both cases, 50 monthly periods
(2002-2006) were used to build a scenario tree with four future stages. The scenario
tree has two branches in each node. We considered five assets in the first example
and ten assets in the second one. The data correspond to real assets in the BMV
(Mexican bursaries market) and were obtained from Econom@tica (financial data-
base). The examples were tested in a Pentium IV with 1.7 GHz and 256 Mb.

The initial amount M was of 100 money units for both examples and we consid-
ered a withdrawal of TW=0, for r=1,...,T. The scenario trees used for the example
with 5 assets and the example with 10 assets are showed in Tables 3 and 4.

Table 3. Scenario Tree for 5 Assets

n::ie Assetl Asset2 Asset3 Assetd AssetS Prot:;bili— p::,er S;-
node
0 0.747 0.684 0.769 0.673 0.696 1.000 -1 0
1 0.856 0.703 1.104 0.691 0.741 0.346 0 1
2 0.655 0.667 0.485 0.657 0.658 0.654 0 1
a 0.897 0.710 1.229 0.698 0.757 0.290 1 2
4 0.774 0.689 0.853 0.677 0.707 0.710 1 2
5 0914 0.713 1.284 0.701 0.764 0.595 2 2
6 0.964 0.722 1.438 0.709 0.785 0.405 2 2
7 0.687 0.673 0.584 0.663 0.672 0.237 3 3
8 0.797 0.791 0.692 0.904 0.680 0.763 3 3
9 0.736 0.682 0.736 0.671 0.692 0.559 4 3
10 0504 0.641 0.020 0.632 0.597 0.441 4 3
11 0.797 0.693 0924 0.681 0.717 0.805 5 3
12 0.695 0675 0.610 0.664 0.675 0.195 5 3
13 0716 0.678 0.673 0.668 0.683 0.499 6 3

14 0757 0.685 0.798 0.674 0.700 0.501 6 3
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Table 4. Scenario Tree for 10 Assets
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The amount of money obtained and reinvested (because annual withdrawals are 0
for every period, for both examples) in every asset, can beseenintables Sand 6.

Table 5. Results for example with 5 assets

Stage  Stage  Stage  Stage Stage

Asset 1 2 3 4

Asset 1 0 0 0 18922 328.54
Asset 2 0 176.90 0 14942 248.58
Asset3  100.00 0 21481 26001 48431

Asset 4 0 0 0 7336 135.50
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Table 6. Results for example with 10 assets

Asset Stage 0 Stage 1  Stage 2 Stage 3 Stage 4
America_Movil_A 0 0 450.79 1,498.64  12,428.14
America_Movil_L 100.00 43944 1,755.93 10,594.33  81,967.64

The same models were solved using CPLEX V 9.0, in order to adjust the simulated
annealing procedure parameters for obtaining the optimal solutions. The number of
iterations was the iterations needed to reach the optimal value. Figures 2 and 3 show
the optimal value convergence (the net redemption value encashed at the end of the
horizon) with the simulated annealing procedure presented in this paper.
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Fig. 2 Optimal value convergence for Fig. 3 Optimal value convergence for
example with 5 assets example with 10 assets

Because SA is a metaheuristic, there are many parameters to fix in order to turn it
into an efficient algorithm. We have tested several parameters values to find more
appropriate choices for this type of problems and the best parameters are presented in
Table 7.

Table 7. Best parameter values

Parameters 5 Assets 10 Assets
initial temperature 450 1000
Cooling_factor 0.1 0.1
population_size 5 5
Long 5 5
prodigies_percentage 40% 40%
elitist_percentage 45% 45%
movement_amplitud 30 30
change_percentage 10% 10%
replacement_percentage 40% 20%

clonation_percentage 60% 40%
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5 Conclusions

Portfolio selection gives rise to difficult optimization problems when realistic side
constraints and variables are added to the basic model. Exact optimization algorithms
cannot always deal efficiently with such complex models. It seems reasonable, there-
fore, to investigate the performance of heuristic approaches in this framework (Mar-
inger et al. [6]).

Simulated annealing is a powerful tool for the solution of many optimization prob-
n advantages over other local search methods are its flexibility and its
global optimality. The main objective of this paper was therefore
dequacy of simulated annealing for the solution of more realistic
portfolio optimization models. The resulting algorithm allowed us to get the optimal
net redemption value for the examples tested. The algorithm is able to handle more
classes of constraints than many other approaches found in the literature.

Although there is 2 clear trade-off between the quality of the solutions and the time
required to compute them, the algorithm can be said to be quite versatile since it does
not rely on any restrictive properties of the model (Green et al. [2]). For instance, the
algorithm does not assume any underlying factor model for the generation of the
covariance matrix. Also, the objective function could conceivably be replaced. Never-
theless, the tailoring work required to fine-tune the parameters of the algorithm was
rather delicate. Besides, introducing additional classes of constraints of new features

in the model would certainly prove quite difficult again.

lems. Its mai
ability to approach
to investigate the a
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Star Fields: Improvements in Shape-Based
Image Retrieval

Alberto Chévez-Aragén?, Oleg Starostenko? and Leticia Flores Pulido!
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Abstract. Determining the similarity of two images is a very difficult
task in both machine and human vision systems. Not mention the seman-
tic gap. Thus, in order to reduce this problem this paper developed a set
of methods for retrieving images based on one low level image feature
such as shape. We focused on this important feature of the objects be-
cause there is evidence that natural objects are primarily recognized by
their shapes. In this paper, we proposed an alternative representation of
shapes, that we have called two segment turning function (25TF) which
has a set of invariant features such as invariant to rotation, scaling and
translation. Then, based on 2STF, we proposed a complete new strat-
egy for computing a similarity among shapes. This new technique was
called Star Field (SF). The proposed technique, which is made up of a
set of new methods, was implemented in a test-bed CBIR system that
we called IRONS. IRONS stands for "Image Retrieval based ON Shape”.

1 Introduction

Today huge amounts of new digital documents are available around the world.
Every day different types of digital documents such as text, image, video, audio,
and animation, among others, are added to the Internet or similar technologies.
However, most current search engines’ algorithms use text as a principal doc-
ument descriptor. Techniques which use different descriptors like shape, color,
sound, etc. lag behind text-based techniques. This is why there is a growing
need for efficient visual information retrieval algorithms which go beyond the
text-based retrieval approach. In other words, there is a lack of reliable and ef-
ficient systems to get relevant information contained in multimedia documents.
This paper addresses the problem of retrieving documents that contain visual
information. Although it is true that content-based image retrieval systems al-
ready exist, many of these systems some times retrieve irrelevant documents or
documents unrelated to the user’s query. This problem is caused by the use of
low-level image descriptors; furthermore, these descriptors hardly have a seman-

tic weight. Specifically, this work addresses the image retrieval problem based
on shape, since shape has a meaning by itself.
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2 Visual Information Retrieval

The visual information retrieval problem is an extension of the IR problem to
the images domain. Visual Information Retrieval can be define as: “The use of
technology to obtain result images from a query based on its visual information”
[13]. In other words, its purpose is to retrieve from a database images or image
sequences which are relevant to a query. The Visual Information Retrieval area
(VIR) challenge is to go beyond the text search, which describes the images in
order to store and recover visual information from digital repositories.

There are several reports about recent researches in the visual information
retrieval area. Consequently, many VIR systems have been produced. Accord-
ing to Venters [2] all of these systems can be classified into two main groups:
Commercial Image Retrieval Systems and Prototype Research Systems. Among
commercial image retrieval applications, the following systems stand out: Excal-
ibur Visual RetrievalWare [6], ImageFinder, IMatch [26], QBIC [22] and Virage
[10]. On the other hand, AMORE (3], Photobook [16], PictoSeek [25], SQUID
[23], VisualSEEK [11], Black Box [13] and Keyblock [19] are examples of Proto-

type Research Systems.

3 Shape-Based Retrieval

Perhaps the most obvious requirement of users for VIR systems is to retrieve
images by shape, since there is evidence that natural objects are primarily recog-
nized by their shape [9]. Features vectors which represent object shapes contained
in images are computed in order to be indexed in a database. The query pro-
cess works in the same way that color-based and texture-based retrieval work in
the sense that a query can be an image. But, unlike color and texture retrieval,
shape-based retrieval has another particular way to feed the query into the sys-
tem. This is by means of sketching. Systems which support this kind of queries

must provide the user with a sketch tool [12],[27].

3.1 Shape Representation and Matching

There is no universal definition of what shape is, but it is possible to mention
some well accepted definitions. Shape is the outward form of an object defined
by its outline; shape is the external appearance of something [7]. In this paper we
consider shape as a geometrical pattern, consisting of a set of points, curves, sur-
faces, solids, etc. Shape matching is considered one of the most difficult aspects
of content-based image retrieval since the representation of shapes is often more
complex than color and texture. The difficulty lies in the fact that a common
shape needs a lot of parameters to be represented explicitly.
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4 Shape Representation

Traditionally, a shape is described as a closed polygon. However, the polygonal
representation of shapes is not a convenient way for computing the similarity
among them. In order to overcome this problem we propose a different represen-
tation that we have called two-segment turning function. Our technique is based

on tangent space representation but it has some advantages that are outlined
below.

4.1 Polygonal Representation

Our strategy for computing similarity among shapes starts out getting the out-
line of the shape from an image. Basically, we assume as a premise that each
image we are working with represents just one object. Besides, the’ object has
been previously separated from the background. That means that our images are

binary ones and the objects are represented by white pixels and the backgrounds
by black pixels.

The method for getting the outline consists of two main stages. The first
step designates one pixel of the object border as the starting point. We choose
as starting point the first white pixel which is on the first row that belongs to
the object. The second step consists in tracking down those pixels that make up
the object border. The tracking task is make in the clockwise direction. Figure
1 shows a result of outline detector algorithm.

Fig.1. The image on the Jeft is a binary image and it was the input of the outline
detector algorithm The image on the right shows the result given by the algorithm.

Up to now, a closed polygon which represents the object we are interested in
is obtained; however, this polygon has plenty of vertices. Thé next natural step

is to reduce the number of vertices so that we can apply an efficient similarity
strategy.

4.2 Relevance easure

In order to decrease the number of vertices of a shape it is necessary to calculate
what is the relevance of each vertex. The relevance measure K that we use is
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based on two parameters, the length and the turn angle of two consecutive line
segments which share the vertex we want to compute its relevance. The relevance

is defined as it is shown in equation 1.

B(S1, 52)L(51)L(S2)

1(S1) + U(S2) (1)
where B(S1,S2)I(S1) is the turn angle at the common vertex of the segments
S, S>, and [ is the length function normalized with respect to the total length
of the polygonal curve C. The lower value of K(S1,S2) is, the less contribution
to the shape of the curve of arc S, U Ss is. To stop the evolution process it is
necessary to use a parameter that defines the number of iterations or to use a
threshold which represents the permitted range of values for any simplified shape
vertex. A curve evolution algorithm makes the former task. Figure 2 shows the
results obtained after applying the curve evolution algorithm to a polygon. It is
clear that curve evolution algorithm keeps the main visual parts of the original
polygonal curve and obviously the amount of information has decreased drasti-

K(SI’ S2) —

cally. _

CS

— e & =& e =8 * = =

Fig. 2. The closed polygon on the left is the evolution of the original polygon, it has 30
segments. On the other hand, the figure on the right shows a stage of evolution with
just 20 segments; in spite of this the main visual parts are maintained.

5 Two-segment Turning Function

The polygonal representation of a shape is not a convenient form to calculate
how similar is that shape to another. In order to overcome this problem and
make easier and more effective the matching process, we propose a alternative
representation that we have called two-segment turning function or 25T F'. Using
2STF a polygonal curve P is represented by the graph of a step function, the
steps on T — azis represents the normalized arc length of each segment in P, and
the y — axis represents the turn angle between two consecutive segments in P.
The former feature gives the name to our proposed technique. Figure 3 shows
the angle that is taking into account in order to build the 2STF'. The angle
is defined by S, and the imaginary line that pass through the segment S1. This
form for measuring the angle has an intuitive reason and this is that the angle

measures the deviation of the second segment in respect to the first segment
direction. It is clear that the angle values are in the interval [—m, ).
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Fig. 3. This figure shows the angle used for 2STF. The angle is defined by the imagi-
nary line passing through the first segment and the second one. A left turn makes the
angle positive and a turn in the clockwise direction makes the angle negative.

6 Star Field

Star Field (SF') is an alternative representation for shapes that allows us to ap-
ply a different algorithm in order to obtain a similarity value of two curves. This
new algorithm we will propose below does not provide a way to determine the
best correspondence among two functions but a very good solution. As a result,
Star Field along with a new similarity algorithm are expected to give an easier
and faster matching process. A Star Field formally is a torus T} x T,, where
T} is a circle of length one that represents the length of a polygonal curve and
T3 is a circle that represents the turning direction of digital steps from 2STF.
Nevertheless, most of the time we consider a SF as a window that shows a 2D
projection of a previously processed torus. This window is made up of stars or

points, that is where the name comes from, and each of them represents the
relevance measure of each 2STF step.

6.1 From 2STF to SF

One of the mayor difference between the use of 2STF’s similarity measure an
the one using SF is regarding to the grade of evolution of the digital curves they
work with. A star field diagram is basically a 2D plane, it is divided horizontally
into two section. The upper section holds the stars that represents vertices of
concave arcs. On the other hand, lower part holds vertices of convex arcs. Each
star on SF is defined by means of two coordinates. The y— coordinate represents
the angle between two consecutive segments. Due to the use of 2STF for rep-
resenting a shape, the interval of the turning angle is [—, 7] radians. However,
in the Star Field the angle is normalized in the interval [0,1]. With respect to
the z — coordinate, these values correspond to the accumulative length of the
steps in 25T'F from the starting point to the current point. In other words, the

T — coordinate represent how far is each vertex from the starting vertex and also
this distance is normalized.

To illustrate the way a Star Field looks like, imagine that the 2STF" has just
decreasing steps, the Star Field representation of this function will be crowded in
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the lower part. This kind of Star Fields represents mainly convex shapes. In the
same way, if the 25T F shows raising steps, that means that it represents a mainly
concave figure and the Star Field is crowded in the upper part. Finally, if a step
has an angle equal to zero with respect to the previous one, the y — coordinate
of the corresponding star has the value .5 in the Star Field, this is because the
values of the Star Field go from [0,1] in both directions. Likewise, if two consec-
utive segments have —m or @ radians the y — coordinate of the corresponding
point in the Star Field has 0 or 1 respectively. To illustrate this, consider figure 4

Fig. 4. Star Field, real representation. Actually, Star Fields can be seen as a bending
surface like it is shown in this figure. Each star or point, in the Star Field represents
the vertex that is shared by two consecutive steps from the equivalent 25T'F.

As we have mentioned before, a Star Field diagram is basically a 2D plane.
In order to transform a torus into a 2D plane, we imaginatively cut the torus on
two places following dotted-lines as it is shown in figure 5. Then, it is necessary
to bend the surface, in the sense the arrows show, to get our desired 2D plane.
As a result, we obtained a plane similar to the one shown in figure 6

e — &

==, A

B

Fig. 5. This figure shows where to cut the torus and in what direction we have to bend
it, so that a 2D Star Field representation is obtained.

Since Star Field is based on 2STF, it has the same invariant characteristics
as 2STF, demonstration of those features are beyond the scope of this paper,
for further details see [4].
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Fig. 6. 2D Star Field representation obtained by means of cutting and bending the
torus in the way we explained above.

7 Matching Graph

So far, a new convenient way for representing a polygonal curve has been pre-
sented. This new representation give us an idea of who similar two polygonal
curves are. However, we need a precise measure. So, we proposed a new similarity
measure that makes use of a graph that has particular features. In this section
the construction process of this graph is presented.

Given two polygonal curves P, and P> and their Star Field representations
SF; and SF, the graph G that allow us to compute their similarity is defined as
follows. G = (V, E) where V and E are disjoint fnite sets, We call V the vertex
set and E the edge set of G. Our particular graph G has a set V which consists
of two smaller subset of vertices vy and ve. V' = vy Uy, where v; is the set of

point of SF and v, is the set of points of SF>. On the other hand, E is the set
of pairs (7,s), where 7 € v; and s € v,.

According to previous definition the edges of our graph, that we will call from
now on matching graph or MG, consists of two points and each point comes from
a different Star Field representation. But also a new restriction will must be in-
troduced, this is stated as follows. V(r,s) € E, there is not more that one pair
(r,s) that has the same point s. This restriction has an intuitive idea and this is,
one point of the first curve can be matched with n points of the second one but
not in the inverse sense. We have to say that the number of points of each Star

Field can be different and that is because we can match polygons with different
grade of evolution.

7.1 Matching raph

The main idea behind the construction of the matching graph consist in building
a connected weighted graph so that an algorithm to find the minimal spanning
tree is applied. The minimum spanning tree is a subset of edges that forms a
tree that includes every vertex, where the total weight of all the edges in the
tree is minimized. This way, the lower value of total weight the more similar are
the shapes involved. But, in order to get the desired result the matching graph
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must be constructed in a very particular way. This method of construclion is
shown in the Matching graph construction algorithm .

Matching graph construction

input: two set of points S/ and SI% that define the two Star Field
representations, an increment A and a distance d
output: a connected weighted graph

rotate in the x direction S/ and SF2 so that, the most import star
of each SI' coincides in the center of the window

9. for each point sfipn from the Sf) do

3. look for those points that belong to SFz, that stay at most a
distance d in all directions from sfipn and that have not been
connected previously

4. connect sfipn with each point found in previous step and assign a

equal to the euclidian distance of the two vertices to each

1.

weigh
edge
5. if there wasn’t any connection,

step 3
6. Select one point of SF; and connect the rest of the points from SF)

with it; finally assign each edge generated in this step a weigh
equal to zero

increase d in a value A and go to

Given two identical shapes with the same number of steps, the total weight
of the spanning tree is equal to zero. This is, because each star is connected with
the corresponding one and since they have the same value of x — coordinate
and y — coordinate the euclidian distance is equal to zero. Additionally, we have
mentioned that all the stars from the first shape are connected with a weight
equal to zero. As a result, the values of the path through the spanning tree is
zero, that means that they are identical. The algorithm for finding the minimum

spanning tree most of time is called Prim’s algorithm.

7.2 Similarity easure

Finally, we can define how to calculate the similarity among shapes. The most
important part of this calculation is the value of the cumulative weight of the
edges that make up the spanning tree. However, the similarity value is also
affected by a penalty quantity, this is because some stars have not been connected

with the corresponding ones.
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Fig.7. IRONS’ GUI, IRONS was developed using Matlab

8 Results

In the majority of the experiments of this paper we used the database CE-
Shape-1 [21]. The reason why we selected this image database is because this
set of images has been used for testing similar works, this allows us to have
a reference framework to compare with. The Core Experiment CE-Shape-1 for
shape descriptors performed for the MPEG-7 standard consists of 1400 images
divided into 70 classes with 20 images each. A single image is a simple pre-
segmented shape defined by their outer closed contour. Since the 2D objects are
projections of 3D objects their silhouettes may change due to:

— change of a view point with respect to objects
— non-rigid object motion (e.g.people walking or fish swimming)

Table 1 describes shortly a set of shape descriptors which were tested in Core

Experiment CE-Shape-1 and these works are the ones we compare with our pro-
posed method.

First experiment consist in verifying how robust is our method with respect
to scaling and rotation changes. We done this experiment in the way is described

in part A of MPEG-7 standard experiments. Results are shown in table 2. Our
method is labeled as G.

We can say that our method is robust to changes in scaling and rotation as
we have already demonstrated comparing our method with those of the MPEG-7
core experiment. We cannot forget that the 91.40% was obtained in a very strict
experiment and this value is not far from those reported by the the MPEG-7
core experiment and in some cases even better.
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Table 1. Shape descriptors which were tested in the Core Experiment CE-Shape-1

Descriptor Type of “Presented by Technology
descriptor

A contour based Mitsubishi Electric based on the curvature
descriptor ITE-VIL scale-space [19], [20]

B contour based Henry Hertz Institute based on wavelet representation
descriptor in Berlin of object contours [21]

C contour based Longin Jan Latecki and Rolf best possible correspondence
descriptor Lakiimper in cooperation of visual parts [22], [23]

with Siemens Munich

Hanyang University based on Zernike

D image based
descriptor moments [24]
E image based Hyundai Electronics based on
descriptor Industries multilayer eigenvectors [18]
F skeleton based Mitsubishi Electronic tree-matching
descriptor and Princeton University algorithm [25], [26], [27]
G contour based The authors of this Star fields
descriptor paper

8.1 Similarity Based Retrieval

The retrieval rate consists in computing the number of correct matches in the
top 40 retrieved images using a single image from any class as image query.
There are some images in a single class that are semantically related but numer-

it is not possible to have a 100% retrieval rate. The

ically unrelated, this is why,
retrieval rate of the descriptor is near to 72% table 3 shows the precise figures.

Additional experiments using our proposed technique to retrieve images as
well as the IRONS system are described in detail in [4].

9 Conclusions

We proposed a complete new strategy for computing a similarity among shapes.
This new technique was called Star Field (SF). Star Field inherits from 2STF
invariant characteristics. Additionally, Star Field allows us to work with less
simplified digital polygons; since, it permits to define a similarity measure based
on the calculation of a minimum spanning tree from a connected weighted graph.
Among the outstanding points of our set methods we can mention: ease of use
and implement, it uses visual parts as a parameter of similarity like humans do,
it has a good performance as we demonstrated in this paper.

The proposed technique, which is made up of a set of new methods, was
implemented in a test-bed CBIR system that we called IRONS. TRONS stands
for ”Image Retrieval based ON Shape”. IRONS was developed using the Matlab
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Table 2. Robustness to scaling and rotation, our results are labeled as G

Shape descriptor Invariant to Invariant to  Robustness to

scaling rotation scaling and rotation

A 89.76 99.37 94.56
B 88.04 97.46 92.75
C 88.65 100.00 94.32
D 92.54 99.60 96.07
E 92.42 100.00 96.21
F no results no results 85

G 91.78 93.05 91.40

Table 3. Part B results of the Core Experiment CE-Shape-1, our proposed method is
labeled as G

Shape descriptor Similarity-based retrieval
Percentage of correct matches
77.44
67.76
76.45
70.22
70.33
60
71.82

QmMEOQW >

language. IRONS is just a prototype for testing our proposal image retrieval
technique, and it does not pretend to be a full operational system.

To conclude, we proposed an high effective, ease to implement and robust
image retrieval technique which uses the shapes of the objects as a main descrip-
tor. Our approach is comparable in results with those systems which compute
the best correspondence among shapes. However, our approach does not attend
to find the best correspondence but it finds a very good approximation.
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Abstract. This paper presents the Rank Median L-Filters to suppress speckle
noise in the 3D ultrasound sequences. The proposed technique uses the Rank
M-type (RM) estimator and this one is adapted to 3D video processing applica-
tions. The real-time implementation of the proposed algorithm is realized by
means of use of the DSP TMS320C6711. Therefore, the results from known 3D
techniques are compared with the proposed one to demonstrate its performance
in terms of noise suppression, detail preservation, and processing time.

1 Introduction

The 3D ultrasound imaging has been considered as one of the most powerful tech-
niques for medical diagnosis and it is often prefer over other medical imaging modali-
ties due it is noninvasive, portable, and versatile [1-3]. It does not use ionizing radia-
tions, and is relatively low-cost. One of the areas where research in this field has ad-
dressed is the fundamental problem of speckle noise influence, which is a major limi-
tation on image quality in ultrasound imaging [1, 2].

Imaging speckle is a phenomenon that occurs when a coherent source and a non-
coherent detector are used to interrogate a medium, which is rough on the scale of the
wavelength. Speckle noise occurs especially in images of the liver and kidney whose
underlying structures are too small to be resolved using long ultrasound wavelength.
The presence of speckle noise affects the human interpretation of the images as well
the accuracy of computer-assisted diagnostic techniques. As a result, speckle filtering
is a critical pre-processing step for feature extraction, analysis, and recognition from
medical imagery measurements [1, 2].

In this paper, we present the capability and real-time processing features of the ro-
bust RM-L (Rank M-type L) filters [4] for the removal of speckle noise in 3D ultra-
sound images. An experimental system was used to capture 3D ultrasound images.
The Texas Instruments DSP TMS320C6711 was used to implement the algorithm and
to obtain the processing time [5, 6]. Different configurations of sweeping cubes (vox-
els) were used to obtain a balance between the processing time and quality of the res-
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toration of the 3D images [7, 8]. Extensive simulation results have demonstrated that
the proposed filter can consistently outperforms other filters by balancing the tradeoff

between noise suppression, detail preservation, and processing time.

2 The Speckle Noise

A general model for ultrasound speckle noise can be written as [2],

x(i, 1) = S Y1 G 1)+ 72 ) )
where x(i, j) is a noisy observation (i.e., the recorded ultrasound image) of the two-
dimensional (2D) function S(i, j) (i.e., the noise-free image that has to be recov-
ered), 7, (i, ) and ,,a(,', j) are the corrupting multiplicative and additive speckle noise

components, respectively, and i and J are variables of spatial locations that belong

to 2D space of all real numbers (i, j)eR?.
Generally, the effect of the additive component (such as sensor noise) of the
speckle in ultrasound images is less significant than the effect of the multiplicative

component (coherent interference). Thus, ignoring the term 7, (i, j), one can rewrite

(1)as[2]
x(i, 1) = S )15 /) @

To transform the multiplicative noise model into additive one, we apply the loga-

rithm function on both sides of (2) [2]
log (i, /) =108 S(i. /) + 10871, (1 /) &
x'(,7)= 5" G Y1 )
where 7’ (x,y) is approximated as additive white noise. We assume here that the

speckle pattern has a white Gaussian noise model.

3 3D Rank M-type L-Filters

In recent works [9, 10], we proposed the combined RM (Rank M-type) —estimators
for applications in image noise suppression. These estimators use the M-estimator
combined with the R-estimator, such as the median, Wilcoxon or Ansari-Bradley-
Siegel-Tukey estimator. We demonstrated that the robust properties of the RM-
estimators exceed the robust properties of the base R- and M- estimators for the
speckle noise suppression [9]. The RM-estimator used in the proposed 3D filtering

scheme is presented as [9, 10]:

0,04 = MED{X (X, -MED{X}} p=1,..., N @)

m
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where Oy is the Median M-type estimator, X, are data samples, p =1,..., N,

@ is the normalized function i : y/(X )= X W(X ) , and X is the primary data sam-
ple.

The RM L-filter has been designed by use the combined RM-estimator (4) [9, 10]
to increase the robustness of the L-filter [11]. The detail description of such a filtering
scheme is presented in [4], and in here we proposed its modifications for 3D imaging
purposes. So, the 3D RM-L (Rank M-type L) filter is defined in the following way:

GRMJ‘ (i, j, k) - MED{ap lXpV’(Xp — MED{X})J} (5)

AmED

where X, 'V’(Xp ~MED {R}) are the selected pixels in accordance with the influence

/
function into a rectangular 3D grid of voxels, a, = -E:l h(/l)d/'l / £h(}{)d/1 are
=i/n

the weighted coefficients where h(4) is a probability density function [11], apgp is
the median of coefficients a,, the filtering 3D grid size is N, xN, xN,,

N, =(2L+1)2 and Ip,mp,np =-L,...,L, and X , is the input data sample
from the x(i, j,k) of the 3D image contaminated by noise in the rectangular 3D grid

where i and j are the 2D spatial axes and k is the time axis (or third dimension).
We use the Tukey biweight [12] influence function

X2rix? SF,
Yigr) (X) ={ ( 0] zl;"l in the proposed 3D RM-L filter.

To improve the properties of impulsive noise suppression of the proposed filter

we introduced an impulsive detector, this detector chooses that voxel is or not fil-
tered. The impulsive detector is defined as [13]:

[(ran X ) < s)v (rank(Xy*) 2N, -S)]A IXfJ* = MED(X)I 2U, (6)

where X is the central voxel in the 3D grid, s>0 and U,>0 are thresholds.

The weighted coefficients of the 3D RM L-filter were found using the exponential,
Laplacian, and Uniform distribution functions [11, 12]. We note that the coefficients
are calculated by each sliding filter window due that the influence function selects
whose pixels are used and then compute the weighted coefficients of L-filter accord-
ing with the number of pixels used into the filtering window.

The parameters that characterize the 3D RM L-filter were found after numerous

simulations by means of use a 3x3x3 grid (ie, N,xN,xN,=27,

l,mn=-1,...,1, and N, =(2L+1) =9). The idea was to find the parameters

values when the criteria PSNR and MAE should be optimum. The optimal parameters
of proposed filters are: s=3 and U,=15 for the impulsive detector, and »=15 for
Tukey influence function. The times can change when we use other values for the
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parameters, increasing or decreasing the times but the PSNR and MAE values change
within the range of £(5-10)%, it is due that we propose to fix the parameters to can
realize the real-time implementation of the 3D RM L-filters.

4 Experimental Results

filter with Tukey biweight influence function and different

distribution functions has been evaluated, and its performance has been compared
with different nonlinear 2D filters which were adapted to 3D. The filters used as
comparative ones were the modified a-Trimmed Mean [7, 14], Ranked-Order (RO)
[15], Multistage Median (MSM1 to MSM6) [16], Comparison and Selection (CS)
[15], MaxMed [17], Selection Average (SelAve) [15], Selection Median (SelMed)

er-Middle (LUM, LUM Sharp, and LUM Smooth) [18], and Rank

[15], Lower-Upp
(RM-KNN) [3] filters. These filters were computed

M-type K-nearest Neigbour
according with their references and were adapted to 3D imaging. Several experi-

ments were realized to investigate the performances of the different techniques in 3D

The described 3D RM L-

imaging. . .
The criteria used to compare the performance of noise suppression of different fil-
ters was the peak signal to noise ratio (PSNR) [19, 20],

255)
R =10-1 (255) ,dB
PSN Og[ MSE ] (7)

and for the evaluation of fine detail preservation the mean absolute error (MAE) was

used [19, 20],
MAE=—L— 33 350,70~ 7.1 H) ®

N,N,N; i3 j=0 k=

| Mot )
where MSE=—— ZZZ[S(I’, Jyk)— 13,7, k)]2 is the mean square ervor,
1N2N 3 i=0 j=0 k=0

S(i, j,k) is the original free noise 3D image, 7(i,j k) is the restored 3D image, and

N,,N,,N, are the sizes of the 3D image.

The experimental ultrasound system used here works in the following way: the mi-
crocontroller Microchip PIC 16F84 sends a sign to the motor, so that of a step, se-
quentially the microcontroller sends a signals to the capture card to acquire the image
in the BMP file image format from the ultrasound equipment of General Electric
Comp, and in that moment stores it into the computer memory. The rail is the refer-
ence point, so, this allows calculating the measure of the explored human organ.
There is a distance of 0.069 cm between each captured 2D image. The rail helps ob-
taining the longitudinal distance and other measures of the ultrasound images (height
and width) of the explored organ. Using the presented system it is possible to recon-
struct the human organ as an object into 3D space with their real measures. The coor-
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dinate z represents each an image 2D of the sweeping in the 3D space, and the coor-
dinates x and y represent the height and width of the 2D image, respectively. Having
the 3D image, one can carry out courts in the planes yz, xy, or xz. The proposed ultra-
sound system is depicted in Figure 1.

The runtime analysis of the 3D RM L-filters and other concerned filters were im-
plemented by using the Texas Instruments DSP TMS320C6711 [5]. This DSP has a
performance of up to 900 MFLOPS at a clock rate of 150 MHz [5]. The filtering
algorithms were implemented in C language using the BORLANDC 3.1 for all rou-
tines, data structure processing and low level 1/O operations. Then, we compiled and
executed these programs in the DSP TMS320C6711 applying the Code Composer

Studio 2.0 [6]. The processing time in seconds includes the time to acquisition, proc-
essing, and storing data.

Figure 1. The proposed ultrasound system used to capture the 3D images

The experiment 1 was realized by degraded an ultrasound sequence of 640x480
pixels with 90 frames (3D image of 640x480x90 voxels) with 0.05 and 0.1 of vari-
ance of speckle noise added to the natural speckle noise of the sequence. The per-
formance results are depicted in Table 1 by use a frame from xy plane of the se-
quence. From this table one can see that the 3D RM L-filters provide the best results
in comparison to other filters proposed as comparative.

Figure 2 exhibits the visual results of restored images obtained by the use of dif-
ferent filters according to Table 1. In this Figure we observe that the proposed filters
provide the better results in speckle noise suppression and detail preservation in
comparison with other filters proposed in the literature.

In the experiment 2 we used different voxels cube configurations to provide better
noise suppression [7 8]. Figure 3 presents nine configurations of voxels used in the
proposed 3D filtering algorithm. It is obvious that by use of less voxels in the differ-
ent cube configurations the processing time can be decreased. In this experiment the
ultrasound sequence was degraded with 20% of impulsive noise. Then, we imple-
mented different cube configurations in the a-Trimmed Mean, MM-KNN, and RM L
filters.

Table 2 presents the performance results of different filters in the case of use dif-

ferent cube configurations in the xy plane of the sequence. We observe from this
Table that the MM-KNN and o-Trimmed Mean filters provide better results in terms
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of PSNR in comparison with the RM L-filter but in the MAE performance the pro-
posed filter provides the better results. About the time to process the algorithms, the
proposed RM L-filter has less processing time in comparison with the MM-KNN

filter.
Figure 4 sh

cube configura
sive noise according with Table

appear to have a good subjective quality.
From the results presented in this paper we notice that the proposed filters can

suppress the speckle noise with detail preservation better than other filters proposed
in the literature. In the case of impulsive noise suppression the proposed filters have
good performance in comparison with other filters.

Finally, the processing time of RM L-filters is acceptable to process 3D images in
real time applications because the proposed filters can process QCIF video format

with standard film velocity for computer vision systems.

ows the visual results obtained by RM L-Filter with the use of different
tions in a frame of ultrasound sequence degraded with 20% of impul-
2. From Figure 4 we observe that the restored images

ble 1. Performance results in a frame of ultrasound sequence degraded with speckle noise.

Ta
Speckle noise variance
3-D Filters 0.05 0.1
PSNR MAE PSNR MAE
CS 15.435 32.875 13.843 39.778
LUM Smooth 17.915 25.142 15.440 33.823

LUM Sharp 15.625 30927  14.444  36.425
LUM 15518  31.427 14379  36.748

MaxMed 18.562 24.206 15.919 32913
MM-KNN CUT 21.554 15.199 18.949 20.995
MM-KNN HAMPEL 21.572 15.169 19.040 20.798
MM-KNN SINE 21.399 14.614 18.640 20.226
MM-KNN BERNOULLI 22.658 13.309 20.075 17.819
MM-KNN TUKEY 22.499 13.446 19.855 18.125
Modified a-Trimmed Mean 20.418 15.124 19.095 18.663
MSMI1 20.568 17.624 18.061 23.684

MSM2 20.484 17.789 18.038 23.725

MSM3 22.421 14.206 20.261 18.456

MSM4 21.697 15.401 19.348 20.351

MSM5 19.554 20.207 16.964 27.444

MSMé6 22.083 14.688 19.744 19.374

Ranked Order 21.587 14.520 19.802 18.179
SelAve 21.182 17.647 19.192 22.814

SelMed 20.836 15.750 19.013 20.094

RM-L TUKEY UNIFORM 29.876 5.016 28.6175 5.7429

RM-L TUKEY LAPLACIAN 28.797 5.646 28.188 6.0194
RM-L TUKEY EXPONENTIAL 28.034 6.261 26.299 7.6657




Figure 2. Visual results in a frame of ultrasound sequence. a) original frame, b) frame de-
graded by 0.05 of variance of speckle noise, c) restored frame by MSMS3 filter, d) restored
frame by MM-KNN (Bernoulli) filter, €) restored frame by RM L-filter (Uniform), f) restored
frame by RM-L filter (Laplacian).
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Table 2. Performance results by use different cube configurations in a ﬁarﬂe of ultrasound
sequence degraded with impulsive noise.

) 20% of impulsive noise
Voxel Configuration B
on different filters MM-KNN filter Modified a-trimmed mean filter
PSNR MAE Time PSNR MAE Time
28.408 4.538 1.6425 26.315 6.979 0.6398

a

b 29.410 4415 1.9082 28.236 5.687 0.7127
c 28.768 5.284 4.8228 28.748 5.486 0.8267
d 28.855 5156  5.1989  28.876 5.348 0.8269
e 28.709 5.289 4.8159 28.680 5.494 0.8267
f 28.683 5.297 4.8297 28.658 5.502 0.8268
g 28.431 5.233 10.0552  28.295 5.684 1.3775
h 28.192 5.384 10.0775  28.037 5.851 1.3769
i 27.919 5.136 20.6575  25.745 7.764 2.1716

RM L-filter Uniform
PSNR MAE Time

a 26.831 5.812 1.1485

b 27.670 5.003 1.1627

c 27.572 5.062 2.3251

d 28.295 4.305 2.3247

- 27.532 5.104 2.3289

f 27.541 5.114 2.3254

g 28.068 4.548 3.4934

h 27.438 5211 3.4993

i 27.768 4.848 4.7732
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Figure 3. Different configurations of processing cube.
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Figure 4. Visual results obtained by RM L-Filter with the use of different cube configurations in a
frame of ultrasound sequence degraded with 20 % of impulsive noise. a) original frame, b) restored
frame by b cube, c) restored frame by d cube, d) re-stored frame by f cube, €) restored frame by g
cube, f) restored frame by i cube.

5 Conclusions

We present the real-time implementation of the 3D RM L-filter for suppression of
speckle noise with good detail preservation by means of use of DSP TMS320C6711.
The simulation results have demonstrated that the proposed filter consistently outper-
forms other filters by balancing the tradeoff between speckle noise suppression, detail
preservation, and processing time. The proposed filter potentially provides a real-time
solution to quality video transmission. The use of the linear combinations of order
statistics with the RM-estimator provide to proposed 3D RM L-filter better perform-
ance in terms of speckle noise in comparison with the 3D RM-KNN filtering algo-
rithm. Therefore, we realized simulation results in the case of impulsive noise and we

notice that the proposed filter provide good results in comparison with different fil-
ters.

Acknowledgements. The authors thank the National Polytechnic Institute of Mexico
for its financial support.
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Conversion in the Discrete Cosine Transform Domain
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Abstract. We present a method to classify the edge orientation of the blocks in
images under the Discrete Cosine Transform (DCT) domain. The method in-
cludes a previous stage to join up or split down the original 8x8 blocks of a tra-
ditional JPEG compressed image forming DCT blocks with different dimen-
sions. The change of dimensions is totally realized in the DCT domain and in-
cludes two approaches: a general spatial scheme for 2" and non 2" related DCT
block sizes and a fast scheme just for 2” related DCT blocks. Both approaches
are capable of work dividing DCT block into their subblocks and backwards
from the subblocks to the block. The edge classifier takes advantage of the
block conversion process to compute the belonging class performing as the spa-
tial domain algorithm version. The method is oriented to applications where the
feature extraction from compressed domain images is important,

Keywords. Block edge classification, Discrete cosine transform (DCT), Image
feature extraction.

1 Introduction

The use of compressed still digital images is increasing day by day to reduce trans-
mission time and storage space. There are several well known formats in which the
images may be coded and one of the most used is JPEG [1]. The JPEG Baseline stan-
dard is based on the Discrete Cosine Transform (DCT) [2], and numerous image
databases are structured with images under this format. Therefore, new direct image
processing in compress domain areas are emerging. Among others, watermarking [3],
feature extraction [4-5] and error concealment [6]. Those applications may need to
work with image blocks of different size to the 8x8 defined by DCT-JPEG, and there-
fore the conversion of their size is needed.

After the review of several methods to do the DCT block size conversion, we se-
lected and adapted two of them as the first stage of the Block Edge (BE) classification
method [7-10]. The block conversion method of Feng and Jiang [7-8] is the most
general in terms of block dimensions, bidirectionality, and the number of arithmetic
operations is lower than using the traditional IDCT method. The core factor in the
method is to solve a set of linear equations leading to a conversion matrix with prop-
erties related to the desired block sizes conversion. The alternative method proposed
by He et al [9], is based on a closely replica of the fast Discrete Fourier Transform
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Advances in Computer Science and Engineering Accepted 08/04/07

Research in Computing Science 27, 2007, pp. 101-111 Final version 18/04/07
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(DFT) algorithms applied to the DCT to modify the blocks size. This method is bidi-
rectional and reduces the number of arithmetic operations compared to Feng and
Jiang approach, but it is applicable only to 2" x 2" blocks. The possibility to modify
the DCT image block size will permit to do processing on a global or local region.
The BE classification stage defines the edge orientation (0, 45, 90, 135 degrees) or
the edge absence according to the maximum value of previously calculated measures.
The edge classification is based on the first probabilistic moment (mean) computed
for each of the four subblocks contained into the block under analysis. The edge clas-
sification method was proposed by Sung and Kang [10] and is defined in both do-
mains spatial and DCT. However, taking advantage of previous results from the block
conversion stage we modified the DCT approach implementing a method similar to
the spatial approach but maintaining the image in the DCT domain. Li et al [11] ana-
lyze a set of DCT coefficients to determine the edge orientation which is less efficient
than use the mean of subblocks proposed by [10], and more recently they [12] pro-
posed a new scheme based on the Haar transform with a drastic reduction in the num-
ber of arithmetic operations but it is a method to be applied in the pixel domain. The
modified Sung and Kang approach [10] prove to work very efficiently, and the met-

rics used to classify the edges based on the mean are very intuitive.
The method proposed in this paper turns to be an integration of several modified

algorithms adapted and optimized to provide a two fold image processing application
which performs totally in the DCT domain: the classification of the image blocks, and
the modification of the relationship between the DCT coefficients of its blocks and
their subblocks. Therefore, image global and local feature extraction (edges orienta-
tion) in the compress — DCT domain is possible. Experimental results are presented

and the general structure of the method explained.
The remainder of this article is organized as follows. In section 2, the basic aspects

of the selected block conversion algorithms are summarized. Section 3 explains how
we have simplified the selected BE algorithm and the orientation measures explained.
Section 4 describes the integrated method as a tool to classify BE using the algo-
rithms explained in sections 2 and 3. Finally, section 5 reports results in terms of

image processing and draws some conclusions.

2 Algorithms for Conversion Between DCT Blocks and Subblocks

The Feng and Jiang [7] and also the He at al [9] methods are summarized, both relat-
ing the 2-D DCT blocks and their subblocks. Before presenting the two conversion
algorithms, we define notation and formulate the specific problem. Given a 2-D block
of pixels B, its DCT will be Cp. B can be divided into B;; subblocks where the corre-
sponding DCT for each subblock is Cj. This is illustrated in Fig. 1. In the first ap-
proach [7], we will solve a set of linear equations relating the DCT basis used by the
block and its sub-blocks. In the second approach [9], a fast algorithm based on DCT-
11 and DCT-IV which resembles the Fast Fourier Transform structure is used to relate

CB and Cy.
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B Cs

Bu | Bz | per | Cun | Cn2

B;; B2, Cyu Ca

Fig. 1. The relationship between DCT a block and its subblocks

The definition for the 2-D DCT (or DCT-II) used for the algorithms development
is given by

4

Cy(u,v)= Rxca(u)a(v) )
S8 i+ Duzr (27 +)vr
;;x(z, J)cos (———ZR )cos (__—ZC )

1
where {x(i,j)} are the elements of B, and @ (u) = J; foru=0

1, otherwise.

2.1 Method Based on the Spatial Relationship Between DCT Blocks/Subblocks

The forward conversion will be defined as joining subblocks Cjj to reach a block Cj.
The problem is reduced to solve the linear relationship between two families of DCT
basis functions with equal dimensions. Assuming that Cj has dimensions of R X C =
LN X MN, the subblock structure has L x M subblocks, with size each of N X N. The
first basis corresponds to the block and the second basis corresponds to one of the

subblocks forming the block, i.e., b, (k,!)pyuaqy = cos(kat/ MN ), k=0, 1,.., MN-1
and b (k,f)yyy = cOS (krrt/N ), respectively. b,(k,z) must have the same size than

by(k.), then this last is expanded by zero padding forming b(k,t)sn x My @ matrix with
by submatrices in its main diagonal. The linear relationship is established as
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MN-1

b,(k,0) = D a(k, )b(j,?). 2

=0

where ¢t = (2i+1)/2, (i = 0,1,...,MN-1). (3) can be written in compact matrix form as

b2=Ab.
Solving for a unique a(kj)mw x My (A) and after applying the normalization con-
stants ag(.) [7], will give us the forward conversion matrix A~ between subblocks to

one block. A" is the backward conversion matrix. A numerical example follows: N =
3, L =2and M=2, then four 3 x 3 subblocks (2 by row and 2 by column) will be
converted to one 9 X 9 block. First, compute A’=a,b,b”', and second, apply A" to the
rows and columns of Cj. The transformation can be expressed as,

1 - ‘T

The forward conversion matrix A* is computed as

[ 0 0 1 0 0
09107 04082 -00632 -09107 04082 0.0632
] o 1 0 0 ) 0
A'=| 11333 08165 04717 03333 08165 -04717
0 0 1 0 0 i
| 0244 04082 08797 0244 04082 —0.8797

h an input set of subblocks C;, results in a block Cp:

wit
[[167 2 0] [176 -12 5] (370 -15 18 =10 3 ~—I]
4 -10| |-18 8 1 27 0 -6 3 1 -2
2 -10 [5 -1 -] 15 22 -5 =2 2 1]
Clj= = Cns

192 3 -1 "204 =20 3 5 -8 -1 0 -1 -1
10 -3 of |18 -5 =2 2 0 0 1 -2 2
o 1 1] [-3 1 -3 1 0 0 -2 1 -1

L - -

will define the block to subblocks transformation. The algorithni

Solving (3) for Cj
1 and different to 2" x 2", and also there is a

is valid for blocks with dimensions equa
definition for 1-D vectors.

2.2 Method Based on the Fast Computation Between DCT Blocks/Subblocks

This method is mainly based on the structure of decimation-in-frequency FFT algo-
rithm [9]. Mapping the structure to the DCT, a transformation matrix Ty can be de-
composed into a straight forward combination of the submatrix Ty, where N is the
number of values to transform. The conversion is applied only for 2" x 2" blocks. For
2.D DCT forward subblocks to block conversion, the related equations are given as
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1 B, By|.r 1 5
Cy=—T, TT =—P PT, @
2 N[le By |V 27Ny v |
H=Ch+SyCy +CpSy +SyCySy
2 2 2 T

}’2 =[Cll +S£C2| —C|2S£‘—S£C22SN]B4

2 2 2 2
( &)
Y,=B;| C +CppSy =Sy Cy _SNCZZSN]
\ 2 a 2 B

Y,=B;|Cy —CaSy +SyCySy _Schl)Btt

\ 2 2 2 72
where C;= 2-D DCT(B;)), Ty is the N-values DCT transformation matrix, Py is the N
x N permutation matrix (rows in order 1, 3,.., N-1, 2, 4,..., N), Snja =Tyl N,2T§,2 ’

- n 1s the reverse identity matrix, B, —Tsz( le) In NI2 s TNIZ is the N/2-values

DCT-IV (see Appendix A) and Y; are linear combinations of the four transform ma-
trices (DCT sections).

The linear combinations for 2-D DCT backward block to subblocks conversion are
given as

1

Clz =:(K1“K2 +K3_K4)SI£ (6)
2

1

C2| =ZS£ (K] +K2 —K3 —K4)
2

1

C22 ='4""SN (Kl —K2 "K3 +K4)S£,

where the (N/2)x(N/2) matrices K; are given as
K\=Y, K,=Y,B], K;=BY,, K,=BJY,Bl. M

A numerical example follows: converting a 4 x 4 block into its four 2 x 2 sub-

blocks N = 4 (backward conversion). Solving (4) for ¥;’s and then substituting in (6)
through (7) for K;’s:
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218 45.63 22 —4.8 1 000 436 44 -9.66 91.25

c, = 747 —66.56 -24.14 -26.8 o001 [:1 nl_| -17 1 -26.56 61.52
-585 3076 05 -13.29 ‘“lo1 oo Y, Y.| |-7.76 -1464 28.11 -66.6
0010 14940 —4828 -53.6 -133.11

-389 =333 -732 14.06

_[o.7071 0.7071 . 1 0 T = 09239 03827  _[-0.383 0.924
2107071 -0.7071 0 -1 03827 -9239 ‘7| 0924 0383

436 44 88 26 149.5 -15.5 139 -I8
C,] |-265 -175 -7 =2

K, K; - -117 1 67 -1 Cu -
K, K, 141 -39 67 -93 Cy Cn 1125 505 35 9
50 -32 -106 -38 -1.5 =175 85 -l

In this method most of the matrices can be computed before the block conversion.

e reordering operations have not computational cost [9], they are re-

Even when th
ition. There is also a 1-D version of the algo-

quired to arrive to the correct values pos
rithm.

3 Compress Domain Block Edge (BE) Classification Method

The BE classification method in the pixel domain working on an image can be easily

described as follows:
i. The image N X N blocks

{i. The mean (first probabilistic moment) is co
iii. Define the threshold value for edge or not €
The measures for directional edge pattern aré cComp

are divided in their symmetrical four subblocks.

mputed for each subblock: Sy, S12, 521, S22.
dge block (heuristically), dyg.

uted using equations in Table 1.

iv.
v. The measure with the maximum value including the edge threshold value, defines the
edge class.
Table 1. Measures for block directional patterns
Edge Direction Measure
(radians)
No Edge dye (set by user)
1
0 dy =:‘2'Isu +81; — (52 +Szz)|
1 1
/4 dss = max {5'3511 —(8)2 +521 +522 )l ,'3‘13522 — (S +S12 + 53 )I}
{ .
/2 dgg =5lsu +85; — (82 "'Szz)l
1 1
3/4 dy3s = max {“5'3312 = (S8y1 + 821 +52 )' ,'3"3521 —(S8)1 + 812 + 53 )'}

The computation pf th.e measures in the DCT domain also is defined in [10]. How-
ever, because the directionality measures are based only on the average subblock
values, we proposed a modification to the method. Is well known that the DC coeffi-
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cient in a DCT block is N times the whole block average value [13], this can be writ-
ten as
N=1N=1

(In pixel domain): m = #ZZx(i, ) ; An DCT domain): m = -IIGCB (0,0). ®)
i=0 j=0

Therefore, using the DCT-DC coefficient from each subblock inside the block the
five measures at Table 1 can be computed and a BE class defined. The DCT sub-

blocks generation may then be performed by any of the two block/subblock conver-
sion methods described in section 2.

4 Image Feature Extraction Tool: Integrating Block/Subblock
Conversion and BE Classification

In Fig. 2, the methods explained in sections 2 and 3 are integrated as an image global
or local region feature extraction tool. The DCT blocks or subblocks are converted to
the desired size according to the final application using the tool. The converted blocks
are 2-D subsampled (ND-ND) leaving the DC coefficients to compute the BE direc-

tional measures. The measure with the maximum value defines a pointer to the edge
class and the corresponding tag is assigned to the block.

An important difference between the methods for block conversion presented at
section 2 is the scope obtained in the size conversion. The fast computation method
(section 2b), works in a recursive structure, the previous 2" x 2" subblocks are re-

quired to the next conversion, i.e., the conversion from 82 to 2? blocks needs to com-
pute previously the 8 to 4? conversion.

With the spatial relationship method (section 2a), an A* matrix can be previously
calculated and the conversion 8% to 22 be performed in one step. Be A* the N* to
(N/2)* conversion matrix and be D* the (N/2)* to (N/4)* conversion matrix. Notice

that A* is an N x N matrix and D* is (N/2) x (N/2) matrix. Therefore D* is resized to

N x N by zero padding out of the main block diagonal. Solving (3) for C;, the N to
(N/2)? conversion is defined as

. e \T
Copy =JIMA ‘CB(N,)(A ‘) : ©)

zero padded D* is applied to (9),

Cy o = LMD AHC o (4Y (DY whereDs<| D O
O () R B LA I
NZ
. ] v o o\l
The 8% to 22 conversion matrix is then computedas 4z , =D, 4 = (A Dz)
Using the fast DCT approach there is an important reduction on the computational

cost [9]. Furthermore, the position of the subblocks DC coefficients in (6) remains the
same before and after the multiplications of the linear combinations by Sy, therefore,
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in our application the complexity is reduced avoiding such multiplications. Results
applying the image feature extr%Ction tool are presented in the next section.

i

P

iz

A/\[1] /

\. P e o LML LAY . ..

Fig. 2. Integrating Block/Subblock Conversion and BE Classification

5 Experimental Results and Conclusions

The results of analyzing Barbara image is presented at Fig. 3, for threshold values dyg
of 10 and 20, and for 8” and 42 blocks with 42 and 2% subblocks respectively [14].
Those blocks tagged as an oriented edge where substituted by its corresponding edge
image, and those blocks below the dyg value where left blanked. The classified edges
where assembled as an image to compare the results with the original Barbara. For
small threshold value dyz much more blocks are classified as BE, this can be easily
detected at the head and the table cloth of Barbara. The change of block size from 82
to 4% as was expected, increases the image details and therefore the number of blocks
classified as BE. A set of images with the detail of Barbara face are show in Fig. 4,

supporting the previous comment.
The BE Classification Method proposed in [10] is defined to work in the DCT do-
main with blocks of size 8% or smaller. With the spatial-like approach proposed in this

ply the method to blocks of dimensions above of 8%, because

article it is possible to ap
easures for direc

just the four subblocks DC coefficients are needed to compute the m
tional patterns. In order to compute the BE pattern in a 162 block, the DC coefficients

of its four corresponding 8> subblocks are needed.
The integration of both stages, the block/subblocks conversion and the BE classifi-

cation all in the DCT domain performed successfully. The modifications to the
block/subblocks methods simplified the whole tool complexity keeping the flexibility
of choice between the general [7] and the fast DCT computation schemes [9].
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p center and right, 8 blocks, dyg

blocks, dyg= 20 and dyg

Fig. 3. Barbara images BE classified. Top left, Original. To

20 and dyg= 10, respectively. Bottom left and right, 4°

p center and right, 8 blocks,

blocks, dyg= 20 and dyg= 10

respectively. Bottom left and right, 4>

Barbara face images BE classified. Top left, Original. To

20 and dyg= 10,

Fig. 4
dyg=
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The BE classifier resembling closely the pixel scheme [10] in place of the DCT
version, takes advantage of the preprocessing DCT blocks stages simplifying even

further the edge classification. Pattern recognition [14] and video analysis [10] in the
DCT domain are other research directions for the work here presented. The digital

image processing area in the compress domain is an emerging and interesting area,

this article is a small example.
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Appendix: A

The Discrete Cosine Transform II and IV are defined by different equations [2]. The
2-D DCT-II is the one in equation (1). The 1-D DCT-1V is defined as

N-1
¥ (k)= \[% Zx(n)coslr(2n+l)(2k+l) an

4N

where k=0 ...,N-l. The N x N transformation matrix for the DCT-IV is defined as

AT ERRACLL) (Cha) R (12)
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Abstract. We design a new approximation polynomial-time algorithm
for the graph coloring problem. Our proposal is based on selecting, in
iterative manner, a critical vertex » of the graph. The criterion to select
is based on choose the node with maximum degree and with maximum
degree of its neighborhood into the set of vertices composing odd cycles.
The algorithm consists of two embedded loops. While in the internal
loop a critical node is selected to be colored and it is deleted as well as
its upon edges from the current graph. The external loop controls when
there is not possible to select more vertices and, while remains odd cycles
in the current graph, new colors are used. The stop criterion to fnish
the two loops is when the current subgraph is bipartite.

Our algorithm establishes an average number of (V46 + 1 + 26 — 1)/2
colors for approximate the chromatic number of any graph G, § being
the initial average degree of the input graph G.

1 Introduction

The problem to determine the minimum value of colors needed for coloring a
graph is a NP-complete problem, even for graphs G with degree (maximum de-
gree) A(G) = 3. A consequence of this is that there is not a complete theoretical
characterization of colorability (8].

‘The graph coloring problem is an abstraction of certain types of scheduling
problems. In the graph k-coloring problem we wish to assign each vertex one
of k colors such that every pair of vertices connected with an edge are assigned
different colors. The chromatic number of a graph G denoted by x(G) is the
minimum value k such that G has a k-coloring. This problem arises in a host
of applications, and was one of the 22 NP-complete problems on Karp's list.
Subsequently, much effort was spent on trying to design efficient approximation
algorithms, namely, given a k-colorable graph to try to color it with as few colors
as possible [1].

One of the first bound to color a 3-colorable graph was established by Wigder-
son [13], he showed how to color 3-colorable graphs with at most 3. [v/n] colors,
where n is the number of nodes on the graph. Blum and Karger [3] applied

semidefinite programming (SDP) to improve this bound to O(n%/14), where the

notation O is used to suppress polylogarithmic factors. Recently, Arora, et. al.
(1) using stronger SDPs have improved the bound to O(n%2!11),
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On the other hand, no polynomial-time algorithm is known for coloring any
graph where the ratio of the number of colors used to the optimal number is
bounded by a constant. In fact, guaranteeing a small constant bound on the
ratio is NP-Hard [2]. For example, is known that if there were an approximation
polynomial-time algorithm that uses fewer than (4/3)x(G) colors, then the 3-
colorability problem could be solved in polynomial time and then, NP = P.

For unrestricted number of colors we know that a graph coloring can not be
approximated with ratio n¢ for some €; the current value for the exponent ¢ is
1/10 [4]. However, the upper bound that is achieved by the known approximation
algorithm, i.e. the proposal in [1], is still far to the theoretical bound.

We present in this article, a polynomial-time algorithm which uses an average

number of (V48 +1+26— 1)/2 colors for approximate x(G), 6 being the initial
average degree of the input graph G.

2 Preliminaries

Let G = (V, E) be an undirected graph with vertex set (or nodes set) V and set of
edges E. Two vertices v and w are called adjacent if there is an edge {v,w} € E,
joining them. Sometimes, we denote with E(G) and V(G) rather than E and
V to emphasize that these are the edges and vertex sets of a particular graph
G. The Neighborhood of = € V is N(z) = {y € V:{z,y} € E} and its closed
neighborhood is N (z)U {z} which is denoted by N|[z]. Note that v is not in N (v).
We denote the cardinality of a set A, by |A|. Given a graph G = (V, E), the
x), is | N (z)|- The size of the neighborhood

degree of a vertex T € V, denoted by &( 1
of z, 8(N(x)), is S(N (2)) = 2yeN(z) &(y). The maximum degree of G or just
the degree of G is A(G) = maz{é(z) : ¢ € V}, while we denote With 6,min(G) =

min{6(z) :z € V} and with 6(G) = (2| E|)/|V| the average degree of the graph.

Given a subset of vertices S € V the subgraph of G denoted by G|S has
vertex set S and set of edges E(G|S) = {{u,v} € E : u,v € S}. To G|S is called
the subgraph of G induced by S. We write G — S to denote the graph G|(V — S).
The subgraph induced by N (v) is denoted as H(v) = G |N (v) which has to N(v)
as the set of nodes and all edges upon them.

A path from a vertex v to a vertex w in a graph is a sequence of edges:
YoV1, V12, - - - , Un—1Vn SUCh that v = o and v, = w and vy is adjacent to vg4,
for 0 < k < n and, the length of the path is n. A simple path is a path such that
Vo, V1, - - -, Vn—1, Un are all distinct. A cycle is just a nonempty path such that
the first and last vertices are identical, and a simple cycle is a cycle in which no
vertex is repeated, except that the first and last vertices are identical.

A k-cycle is a cycle of length k, that is, a k-cycle has k edges. A cycle of odd
length is called an odd cycle, while a cycle of even length is called an even cycle.
A graph G is acyclic if it has not cycles.

A complete graph of n nodes has n(n+1)/2 distinct edges, we denote K, the
complete graph of n nodes. A graph G is a regular graph if all vertices have the

same degree, G is k — regular if it is regular, of degree k.
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A connected component of G is a maximal induced subgraph of G, that is,
a connected subgraph which is not a proper subgraph of any other connected
subgraph of G. Note that, in a connected component, for every pair of its vertices

z,y, there is a path from z to y. If an acyclic graph is also connected, then it is
called a free tree.

A coloring of a graph G = (V, E) is an assignment of colors to its vertices. A
coloring is proper if adjacent vertices always have different colors. An k-coloring
of G is a mapping from V into the set {1,2,...,m} of k ”colors”. The chromatic
number of G denoted by x(G) is the minimum value k such that G has a proper
k-coloring. If x(G) = k, G is then said to be k-chromatic. The problem to
determine the value x(G) is polynomial computable when x(G) < 2, but when
x(G) = 3, the problem becomes NP-complete, even for graphs G with degree
A(G) =2 3.

Given a graph G = (V, E), S C V is an independent set in G if for whatever

two vertices v, v2 in S, {v;,v2} € E. Let I(G) be the set of all independent
sets of G. An independent set S € I(G) is mazimal if it is not a subset of any

larger independent set and, it is mazimum if it has the largest size among all
independent sets in I(G).

Let G = (V, E) be a graph, G is a bipartite graph if V can be partitioned
into two subsets U; and U, called partite sets, such that every edge of G joins
a vertex of U; and a vertex of Us.

If G = (V,E) is a k-chromatic graph, then it is possible to partition V into
k independent sets Vi, V5, ..., Vi, called color classes, but it is not possible to
partition V into k — 1 independent sets.

3 Polynomial Coloring Procedures

The main class of graphs which is known to be colored in polynomial time is the
class of bipartite graphs.

Lemma 1 A graph G has chromatic number 2 if and only if G is bipartite.

Since the partite set U; can be colored with the first color while the other partite
set Uy is coloring with the second color. Furthermore, as the bipartite property

can be recognized in polynomial time, then a 2-colorable graph can be recognized
in polynomial time, based on the following property.

Lemma 2 A graph G is bipartite if and only if G contains no odd cycles.

Given an input connected graph G = (V, E), if we apply the depth-first search
over G starting the search, for example with the node v € V of minimum degree,
we obtain a depth-first graph Tg, which we will denote as T = df s(G). G
is an acyclic graph, we call to Tg the spanning tree of G, and in this case, we
can color Tg with only two colors. We color the vertices in T by levels, in

alternating way between the two colors in accordance with the change of level,
that is, all vertices in same level have same color.
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The depth-first search also allow us to detect the odd cycles of a graph. We
present, in a schematic way, a recursive procedure for the depth-first search. We
show in the following procedure, the different status of a node during the search
At the beginning, every node is not discovered and, when a node u as well as all

its adjacent nodes have been visited then u is marked as finished.

Procedure dfs(v)

1. Mark v as discovered

2. For each node w € N(v)
(a) If w is not discovered then df s(w)

(b) else mark the edge {w,v} as a back edge

3. Mark v as finished
4. Returns
The procedure dfs runs in time O(m + n) where n and m are the number

es and the number of edges of the input graph G, respectively. Thus, dfs

of nod
dure over the length of G which can be used for coloring a

is a linear-time proce
graph.
dge that we find during the depth-first search marks the beginning

Each back e
a base cycle (or fundamental cycle). Let C' = {C1,C,...,Ci} be

and the end of
the set of fundamental cycles found during the depth-first search. Each back-edge

¢c; € Tg determines a base cycle C; € C, i =1,..., k.
.clic or contains only even fundamental cycles, then Tg is bipartite

If T is acy
and it is colorable with just two colors. Like the case when T¢ is a tree, we could
by levels assigning to each node of the same level

advance visiting nodes in Tg
the same color. The two colors are applied in an alternating way in accordance

with the change of level.
Ci and Cj from C, if C; and Cj share common

Given two distinct base cycles
edges we say that both cycles are intersected, that is, C; & C; conforms a new
cycle, where © denotes the operation or-exclusive between the set of edges of

the cycles. If the cycles C; and C; have no common nodes nor edges then we
say that both cycles are independent, that is, C; ® C; = C; U Cj. While if the
cycles have not common edges but maybe they have a common node, we say
that both cycles are non-intersected. Note that a pair of independent cycles are

non-intersected.
Also is known, that any simple odd cycle request of three colors to be col-

ored. Then, we can recognize in polynomial time a set of graphs which are
3_colorable. We present in the following section the prerequisites so that a graph

is 3-colorable.

3.1 A 3-Coloring Algorithm

Theorem 1 If T, the resulting depth-first graph of an input graph G contains
only non-intersected base cycles, then x(G) £ 3 and a 8-coloring is done in

linear time.
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Proof: we present as proof the following linear time algorithm.

In order to recognize if a graph G is 3-colorable, we apply Tg = df s(G) and
test if T has one of the following base cases:

1. If Tg has not odd fundamental cycles then G is 2-colorable. This option
considers the case where T is a bipartite graph.
2.

If any base cycle in Tg includes odd cycles, but such odd cycles are non-
intersected with any other cycle of T then Tg is 3-colorable.
We can color T by levels, but using the third color for coloring each end-

node of every odd cycle. The end-node of a cycle is the node where the back
edge was found during the depth-first search.

We color embedded cycles from the most intern to extern cycle. When we
start to color a new cycle, we use a different color to their neighboring nodes
(at most two neighboring nodes), since we consider that only the nodes in
the internal cycles have already been colored. In this case, we can consider to

Tg like an instance of a Series-Parallel graph, which is know that is colorable
in polynomial time [9].

Then, if the topological structure of the input graph G is whatever of the
latter basic cases, then G is 3-colorable and it is coloring in polynomial time.
Thus, the class of graphs that they have the previous basic topologies, conforms
us a new polynomial class of graphs for the 3-colorable problem.

We present in the following section a polynomial time algorithm based on
the selection of the critical nodes to approximate the chromatic number.

4 A Polynomial Approximation Algorithm for the
Chromatic Number of a Graph

First, we review some results that we will use to design our proposal, as well as
the knowing upper bounds for the chromatic number of a graph.

Lemma 3 If G is a connected non-regular graph, then x(G) < A(G).
If G is regular, then x(G) < A(G) + 1.

Proof. First, assume that G is non-regular, choose a vertex v; of minimum
degree in V as the root of a spanning tree. We traverse the resulting graph in
preorder (first the child nodes and after the parent node). When each vertex
v; # v comes to be colored, the parent of »; has not already been colored.
Therefore at most §(v;) — 1 adjacent vertices have already been colored. Hence
x(vi) £ A(G). When v, comes to be colored, all adjacent vertices have already
been colored. Since §(v1) < A(G), we conclude that x(v;) < A(G). Hence
x(G) < A(G).

If G is a regular graph, then the proof proceeds as above, except that x(v1) <

A(G) + 1. The conclusion is followed. Notice that if G is regular, only one vertex
needs to use color A(G) + 1.
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If a depth-first search is applied for ordering the nodes of a complete graph
Kn, and after we color the nodes of the spanning tree in preorder, then it could

be shown that it is needed to use exactly n colors.

Given a graph G = (V, E) and a node v € V, the subgraph induced by N (V)
is denoted as H(v); recalls that it consists of N(V'), the neighborhood of v, and

all edges in E between vertices of N(v).
Lemma 4 If G is k-colorable, then for any v € V, H(v) s (k — 1)-colorable.

Since 2-colorable graphs can be identified and colored (with only two colors)

in polynomial time, the neighborhood of any vertex in a 3-colorable graph can
be colored with two colors in polynomial time.

Let G = (V, E) be a graph with x(G) = m. If we remove an edge {u, v} from

G, there are two possibilities, either x(G—{u,v}) = mor x(G—{u,v}) =m-—1.

In the latter case, we say that the edge {u, v} is critical. If a node u has a critical
tend the definition and the node u is critical too.

edge upon it, then we ex
A graph G is critical if x(G — {,v}) = x(G) — 1 for all edges {u,v} € E. If

x(G) = m, we say that G is m-critical.
It is easy to see that every graph G contains a critical subgraph. If x(G —

{u,v}) = x(G) for some edge {u,v} € E, we can remove such edge. Continuing
deleting edges like this until every edge is critical. The result is a critical sub-

graph.
According to those latter results, we design the following algorithm.
Let G = (V, E) be a graph with [V| = n, |E| = m, and let T be the graph

generated for the depth-first search over G.

The general strategy of our proposal for coloring G consist on:
First: To recognize the general topology of G. This is done for applying a depth-

first search on the graph.
Second: Test if G can be colored with two colors, a linear procedure is executed

for detecting this condition
Third: If G is not 2-colorable, we detect the node v which is part of an odd cycle

and with maximum conflicting for coloring v and the odd cycles in G. That is

done by executed a polynomial time procedure.
Fourth: We color v with the active color, v and its edges upon it are deleted

from the current graph. And the control is returned to the first step.

This procedure is executed in iterative way while the current graph can not
be recognized as a bipartite graph. We show the pseudo-code of this proposal.

Procedure Select_Candidate_Node(Tg,NV)
Input: T is a subgraph, NV is the neighborhood over the vertices

that can not be colorable with color &



A New Efficient Approximation Algorithm for Chromatic Number 119

Output: v € V a vertex to be coloreable
Procedure

Vertices = minus(Tg, NV); /* Computes Vertices = V(Tg) — NV */
choose v € Vertices such that /* v is a critical node */

degree(v) and degree(NV (v)) are maximum over the set of odd cycles nodes
Otherwise /* If every odd cycle was covered by NV */

choose v € Vertices such that /* v has maximum degree in Tg */

If (maximumOver.T'G(degree(v),Tg) == true) then

Return v

qompENrs

Algorithm Seek_Chromatic_Number(G)
Input: G a non directed graph

Output: An approximate value for x(G)
Procedure

k=3; /* Starting with the class color k = 3 */

Te = dfs(G);  /* The nodes of the graph are ordered */

1) while(is-bipartite(Tg)==false) /* While there is an odd cycle in G */
{NV =0; /* NV is the neighborhood for the class color k */

2) while ( is_subset(NV, V(Tg))==true)

a) { v = Select_Candidate_Node(Tg, NV);

b) Color(v) = k; delete(Tg,v);
add(NV,N(v)); /* NV = NV UN(®)

c) H =Max_Component(T¢); /*If T¢ is disconnected then consider
the component with maximum value for x(7g)*/

d) T = dfs(H); /* Maintain ordered the remaining nodes */
} k443

}

3) Call 2-Coloring(T:); /*At the end, the remaining graph is 2-colorable*/
Return

The procedure Seek_Chromatic_.Number consist of two embedded loops. In
each iteration of the external loop, an independent set of class color k is built.
This class color is formed by the critical nodes of the current graph and compose
an independent set Ij of the graph. Each node in a independent set I; is colored
with the color j + 2, like it is showed in first and second graph in Figure 2.

The internal loop is applied to find each critical node v of the current graph
and for building the neighborhood NV (v) for the independent set I; where v is,
like it is showed in second graph in Figure 1. When a critical node is detected,
it is colored and deleted from the graph as well as incident edges upon it; as Tg
is changing in each iteration of the internal loop, it might even be disconnected,
then it is necessary to order the nodes using the depth-first search again.

The external loop finishes when the remaining subgraph T is bipartite, and
then T is 2-colorable, like it is showed in third graph in Figure 2.
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Fig. 2. Three iterations of the main loop

5 Complexity Analysis

The most expensive operation into the internal loop (step 2) is to determine the
critical node v to be colored, line (a). This step is performed in time O(m * n),
and as that loop iterates at most n times, then the complexity time of the in-
ternal loop is O(m * n?). While the external loop (step 1) is executed (m — n)
times in the worst case (when all cycle in G is odd), and the most expensive
instruction is the internal loop, so the total complexity time of the procedure is

polynomial and it is O((m —n) *x m n?).

We focus ourselves on determining the average number of colors used by our

algorithm, rather than the worst-case behavior. Let rel =m —n be the variable
used to denote the relation between the number of edges and nodes in whatever

subgraph. The variable rel denotes the number of cycles minus 1 in a connected
graph. We know that for any graph H, if m < n then H is bipartite or H is a
simple odd cycle and then H is 3-colorable. We analyze the value that rel; takes
in each subgraph T, C G generated after of the iteration ¢ by the main loop
(external loop), and let K; be the independent set built in such iteration.

Given an initial graph G = (V, E) with |V| = ng and |E| = mo in each
iteration of the main loop the number of nodes and edges are updated as: n;41 =
n; — | Ki| and m;y; = m; — |E(K:)|, since in each iteration the nodes in K; are
deleted to the current graph as well as its incident edges: E(X;).
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Let Gi4+1 = Gi — K; be the remaining subgraph generated from G; after to
finish the iteration ¢ into the main loop. As each K; is an independent set of
Gi, there are not edges of G; connecting any two nodes of K;. Furthermore, the
edges in E(K;) cover every node of Gj, that is, E(K;) is an edge cover of G;,
then we have that |E(K;)| > n; and the number of remaining edges in G;4; is
miy1 = m; — |E(K;)| = mi — n;, so m; — n; is an upper bound for m;4;.

The behavior between the number of edges and number of nodes for each
subgraph G;, hands:

relg = mp — Ng.-

rely =m; —ny < (mo—‘-’!o)—m = (mo—‘ng)-(no—lKol)=m0—2no+|Ko|.

rely = mg—n2 < (M1 —n1) —(n1—|K1|) = mo—2no+|Ko| — (no — | Ko| — | K1) =
my — 3ng + 2| Ko| + |K1|.

rely = m3 —n3 < (M2 — n2) — (n2 — |K2|) = mo — 3no + 2|Ko| + |K1| — (no —
| Ko| — | K| — | K2|) = mo — 4no + 3| Ko| + 2|K1| + | K2|.

rely < mo — (k + 1)no + k|Ko| + (k — 1)|K1| +... + | Kk—y].

An average value for |K;|,i =0,...,k — 1 is computed for considering that
2 ek, 0(v) = le}___{_‘l 0(G:) = ni, where §(G;) is the average degree of the sub-
graph G;, and then |K;| - 6(G;) > n; so |K;| 2> n:/86(G;:) =~ n/é, being & the

average degree of the initial graph G. Thus, we can approximate the value |K;|
by n/é.

Then, rely < mo—(k+1)-ng+ Zf__fol(k —1)-(n/é) = mo— (k+1)n+ (n/d)-
((k)(k +1)/2). And we want to know the average number of iterations for the
external loop until arrive that rel; < 0. So, we want to determine the average
value for k where rely < 0, that is, mo + (k(k + 1)/2) - (n/d) < (k + 1)no.

Let m = mg and n = ng. As m = (§ - n)/2 then

[(6-n)/2+ (n/6) - (k(k+1))/2]/n < k+1,s0 6+ (k(k+1))/6 < 2- (k +1).
Thus,

§/(k+1)+k/6 <2 (1)

In order to solve ( 1) we express the equation in terms to the variable k,
obtaining: 0 < —(1/8)k% + (2 — (1/6))k + (2 — §) and factoring the polynomial
in k, we have: 0 < —(1/8)(k+ (V46 +1+1—-26)/2)(k — (V46 + 1+ 26 —1)/2),
and the interval where the value for k hands the equation ( 1), is: —(v40+ 1+
1-26)/2 < k < (V46 +1—1+2§)/2). Thus, the maximum value for k¥ handing
( 1) and which represents the average number of colors used for our algorithm,

is: x(G) =~ (V46 +1+26 —1)/2.

Hence our procedure uses 5(6) colors (where the notation O is used to sup-
press polylogarithmic factors) for coloring the input graph G, being & the initial
average degree of the graph G.
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6 Conclusions

First, we show a new polynomial class of graphs for the 3-coloring problem which
includes to the Series-Parallel graphs like instances of this class. After, we show
a new approximation polynomial-time algorithm for determining the chromatic
number of a graph G. Our proposal is based on selecting, in iterative manner, a
critical vertex v of the graph. The criterion to select is based on choose the node
with maximum degree and with maximum degree of its neighborhood into the

set of vertices composing odd cycles.
Our algorithm establishes an average number of (v/46 + 1+ 25 — 1)/2 colors

for approximate the chromatic number x(G) for any input graph G, being J the
average degree of the graph G. Hence our procedure uses O(d) colors for coloring
an input graph G.
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Semantically Mapping the Web

Eduardo Ramirez and Ramon Brena

Tecnologico de Monterrey, Mexico

Abstract. The millions of web pages populating the internet seem to
be unstructured and chaotic, but there are implicit semantic relations
between them. In this paper we propose to make explicit the underlying
semantic structure of the internet, by measuring joint keyword occur-
rences in web pages, around our notion of “Semantic Contexts”. As a
result, we can draw a “map” of semantic clusters which can be used as a
reference for situating individual web pages in a complex semantic space.
Further, the methods we propose could be used for disambiguating and
refining web search queries, for refining translations, for spam filtering,
and in general for semantic-enabling many internet applications.

1 Introduction

Internet is acknowledged as one of the big technological revolutions of our time;
since its inception in the early 90s, the WWW has grown exponentially, reaching
some 74.5 millions of websites with at least 11.5 billions indexed at the main web
searchers [1]. Nevertheless, web pages normally have the limitation of not taking
into account the meaning or the context of the included information content,
but just its formatting. HTML tags indicate that a certain text is a title, or a
series of items, but not what the document is about. In words of T. Berners-
Lee, “Most of the Webs content today is designed for humans to read, not for
computer programs to manipulate meaningfully” [2]. This is indeed a serious
limitation; for instance, one very important issue is to determine what a given
web page is about. The lack of an efficient semantic categorization undermines
many internet applications, in particular web searches. Indeed, every internet
user is confronted with the inconvenience of receiving from the search engines
many irrelevant pages, due to the inability of search engines to contextualize
keywords in meaningful concepts, areas, themes, etc.

Initiatives aiming to represent in web pages meaning, have been generically
called “Semantic Web” [2] The Semantic Web initiative proposes markup lan-
guages, mainly based on XML [3], and develops technologies for defining and
using concepts and relations among them in the so-called “ontologies”.

Nevertheless, there has been problems for widely adopting semantic web.
Some of the reasons are technical challenges, and other are practical issues. So
we are turning our attention to quantitative approximate methods (sometimes
called “soft” [4]) for characterizing internet semantic relations. In particular,
we proposed to exploit the joint frequencies of keywords as representative of
semantic closeness in the existing internet, not in an ideal or futuristic internet.
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Advances in Computer Science and Engineering Accepted 08/04/07
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We propose in this paper a keyword-based quantitative semantic infrastruc-
ture that could make explicit an underlying internet semantic structure, as a
collection of interrelated “Semantic Contexts”, which constitute a sort of in-

ternet semantic “topography”. The Semantic Contexts are a stable reference
¢ web pages or queries could be situated. In this paper we

against which specifi
in particular how

also present some practical applications of Semantic Contexts,

to better focus web searches.
After this introduction, in the next section we give a technical presentation

of our method, followed by some experimental results, then by a representative
application, and then a comparison with related work, to end with a conclusion.

2 Our proposal

The basis of our approach is to make a semantic interpretation of joint keyword
frequency. Central to our approach is the notion of “Semantic Contexts” (SC),
which intuitively represent conceptual areas, around which a family of keywords
ently inside web pages. For instance, around a concept of “Tourism”

appears frequ
keywords like hotels, reservations, flights, etc., which appear

there will be many
together in many web pages.

leaf
® iree
°
[ ] —
...U’ . pan
" .
. o #DA
California o0
o > (_). @o re

Fig. 1. Semantic Contexts related to “palm”

SC are defined formally in the next section, but let us first introduce a mo-
tivating example. Imagine the following scenario: a user is trying to find infor-
mation about how to display pictures on a handheld device, so he/she issues the
search query palm pictures. In a standard search service, like Google [5], this
query would throw to the user answers about topics like: display of pictures on
a handheld device, pictures of a place in California, pictures of an unbranched
evergreen tree, etc. In a semantically-enhanced version of web search, the sys-

tem would consult a base of indexed semantic clusters and would offer the user
the following options: Search for palm pictures related to: 1) pda, software, 2)
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California, beach, or 3) tree, leaf. Once the users would select one of these op-
tions, only pages of the corresponding interpretation of the word palm would

be returned to the user. This, of course, would be of enormous utility to users,
because search results would be much more focused.

2.1 Semantic Contexts

We see SCs as sets of interrelated keywords that appear together in a number
of pages. We can visualize SC intuitively as “clouds” in a space of semantic
closeness. like depicted in figure 1, for the “palm” example we just presented.

In order to formalize the notion of SCs, we consider the relative weights w; of
keywords k; as a measure of how important these keywords are in a given topic.
For instance, when we are talking about coffee, other related words like “sugar”
or “roasted” have a high weight. We assume weights are normalized to be in the
range 0 < w; < 1. Given a set K of n keywords, we define a SC as a function
o : K — [0,1]. As a SC represents a “topic”, “subject” or “theme”, important
words in that theme have higher weights. We could also imagine SC as vectors
W1, W2, . .., Wn Of weights for keywords k, ks, ..., k,.

Distances between SC can be readily calculated. First, we define SC similarity
using a standard internal product formula [6]. Assume the vector wy, ws, ..., wy
of weights for keywords ki, ks, ..., k, in a given semantic context SC is written
as w. Then, we can take the internal product of vectors as a similarity measure:

" w
sim(SCy, SC;) = ﬁl-:—; (1)

Then, from a similarity measure we could take the cosine inverse to obtain

a difference measure as an angle [6]. Other similar distance metrics could be
readily defined.

Next is the question of how a SC can be calculated. This can be done using
specialized conjunctive queries, which we call “k-cores”.

k-cores Now we introduce the notion of “k-cores” , which are conjunctive queries,
as follows. F'(w), called frequency, will represent in how many corpus pages the
term w apears. By extension, the notation F({w,...,wx}), for sets of k key-
words {wy, ..., wx}, represents the count of web pages where all of {wy,...,wx}
appear together (in the same document). Further, we use F(P{w;,...wx}) which
is the set of frequencies, one for each subset of (P{wy,...w;}.

Then we define the “force” f of a keyword set {wy,..., wy } as follows, where
¢ is a suitable constant, like 10'2; function g is explained below:

_ F({wy,...,w})
P 0D = D G, - we) =

and g is a function of joint frequencies of subsets of {wy,...,wx}. One such
function is the “disjoint frequency”, which is the quantity of pages where a
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given set of keywords (in this case {wy,...,wy}) does not appear together, but
some of wj, - - -, Wk does appear.

Now we define “k-cores” as sets of k keywords of maximal force, meaning
just one of its keywords by any other available word will decrease
as local maxima in a space of sets of keywords.

This naturally suggests hill-climbing [7] as a method for finding them.
Depending on the application, the size k of k-cores could take different values.
Of course, any value smaller than 2 does not make any sense, and even a value of 2

will normally be too small to represent a meaningful theme. In our experiments
of k = 4. Choosing the “right” value of k is an open

we use mostly a value
have been rather pragmatic on this issue, generally

question right now, and we
f 4, with which the experiments gave meaningful results (see

taking a value O
future work at the end of this paper).
ponent of our method. They are conjunctive queries

k-cores are a key com
bject. Once a k-core w is determined, given a certain

that represent a topic or su :
corpus C, the subset 2 of C with documents containing simultaneously all of

the keywords in w, can be readily obtained using web indexing technology [6]-
From {2, keyword weights can be computed using standard tf-idf measures [6],

with a formula like: )
—f idfs
Wz,j = fz,5 X maz; idf; (3)

that replacing
the force. k-cores can be seen

. is the normalized frequency of term k, in document d;, and idf; is

where fz,;
ument frequency for a generic term k;.

the inverse doc
In order to “mine” a set of web pages for finding k-cores, there is a trivial

hill-climbing algorithm, as follows:

Input: A set P of web pages and a number k (for calculating size-k k-cores).

i [
2: output: A set S of k-cores.
3. From P filter a set W of keywords.
4: Sj + @ —The set of k-cores is initially empty.
5: repeat
6: K « arandom subset of W of size k.
7. F« f(K)
8. forallwe W —K do
9: for all wk € K do
10: K' « replace w for wk in K
11: F' — f(K")
12: if F' > F then
13: F—F;K~K
14: end if
15: end for
16: end for

1% Sk L Sk U K

18: until k-cores are “stable”

. The condition at the end of the repeat loop means that there are no changes
in the set of current k-cores, meaning that this set is a fixpoint of the algorithm.
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In practice, for efficiency reasons, this condition could be replaced (and actually
has been replaced in our experiments) by a fixed number of iterations.

In order to assess the complexity of an algorithm we can evaluate first the
inner loops. From the first for loop, the call to f function in the inner loop
(which is normally the most costly operation) will be executed |W — K|k times,
and considering that k is kept constant and that |W — K| is basically |W|, we can
see that this algorithm is linear in the keyword set size |W|. This result stands

of course if the outer loop is replaced by a fixed number of iterations, like we do
in the experiments presented below.

We have introduced a small optimization to this algorithm: instead of starting
with random cores, we select “promising” cores obtained in the following way:

1: From a random page p in the corpus we obtain the k most relevant terms
using a TF-IDF measure [6, 8]

2: The starting k-core is the set of those k terms.

Mining a corpus for k-cores can be seen as locating the “topics” to which
documents belong at least partially. We view the set of k-cores as the summits
in a semantic topography, where altitude is calculated by the “force”, given by
equation 2. k-core calculation could be a computationally costly process, but it
would be done offline in servers, so it does not affect the performance with respect
to user queries, which we present in the following section. In the experiments
section we show an example of k-cores calculation in a controlled environment.

3 Experiments

In order to validate the ideas presented above, we setup an experimental frame-
work described in the following,.

We installed an indexer and web searcher (Apache Lucene, [9]), and gather
a small collection of 1168 web pages in the following topics: investments, java
development, architecture, music, middle ages history and travel and tourism.

In order to provide an objective basis for classifying pages in topics, we
used the Google and Yahoo directories, and using the APIs of these services for
automatic downloads, avoiding in this way to introduce an involuntary bias. Of
course, the Google and Yahoo directories were made by humans as well, but at
least they were made by many people, and not including ourselves.

Then we ran the indexer in order to enable web searching inside our controlled
set of web pages. The indexer created the index file and a table of keyword
frequencies. We had a set of 50,025 words. In order to consider only meaningful
keywords, we performed an automated filtering of “stop-words” (meaningless
words, like “above”, “etc”, etc). 12,745 terms were filtered out, which is about
a quarter of the total, leaving 37,280 keywords.

The next step was removing variants of the same words, like run, running, etc;
this process is known as “stemming” [10]. In our prototype we used a stemming
algorithm provided by the “Snowball” implementation of [11], which is not part
of this research. We also added a database of similar words like “built” and
“build” that were not caught by the Snowball system, so when the replacement
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algorithm find a word similar to one in the current core, only is replaced if it is
the word we are currently replacing, and the force is increased, otherwise it is
discarded and we continue with the algorithm as presented in section 2.1.

Even in a small document sample like the one we have, with just over 1000
pages, the quantity of possible cores of a size 4 or 5 is quite impressive: there
are 80,467,864,076,000,270 combinations of 37,280 words taken in groups of 4.
This is the number of possible 4-cores, which of course excludes any brute-force

algorithm for finding the best cores.
Actually, most of the cores have a force of exactly 0, because the numerator
of the force formula 2 is the number of pages simultaneously having all of the
considered keywords in it. The space of all possible cores contains a few (com-
paratively) sparse non-zero cores. In previous papers [12] we have found that the
proportion of non-zero-force cores is about 0.018 percent. Taking into account
this huge proportion of zero-force cores we can see that any refinement which
avoid considering 0-force candidates would be a great improvement. We are us-
ing TF-IDF measures [8] of keyword relevance for selecting the best candidates,
as we pointed out before. Consider that any word participating in a 4-core would
necessarily be in some 2-cores (that is, sets of 2 words). For instance, two words
appearing each in just 10 pages have a probability of appearing together in a
given page of 7 X 1078, so it could be discarded. In our implementation we are
forming initial cores (“seeds”) by first selecting randomly one page in the corpus,
and then selecting the 4 highest-valued words taking an TF-IDF measure. For
instance, the most relevant words of a randomly selected web page, which was
about japanese architecture, were shinden, domestic, zukuri, and architecture.

We take this as a “seed” for the hill-climbing algorithm.

For the experiments of this paper, we implemented a variation of the algo-
rithm in section 2.1, implemented in a "horizontal” way, meaning that we first
calculated a single round of force increment, from initial seeds, and then calcu-
Jated the second round from current cores, and so on. instead of going all the
way to the maximum from initial seeds. This experiment is exhaustive for the
small corpus we took, because initial seeds were calculated for every single page
in the collection of over 1000 pages. In figure 2 we present the way the force
of cores gets incremented from 2 rounds up to 6 rounds. We can see there that
from 4 rounds-on variation is minimal, meaning that in practice there is no point
repeating the “repeat” loop of algorithm in section 2.1 more than 4 times.

To illustrate the process, in the following table we present results from the
“horizontal” hill-climbing algorithm, showing how many pages in the corpus,
which produced corresponding initial seeds, are “concentrated” in the same 4-
core. This means that some cores get frequently “merged” into the same core,
resulting in gradually fewer and fewer cores as the algorithm proceeds.

As we can see in this table, for example the seed “architecture, building,

design, house”, which initially had just one page, then received the contribution
of other cores that ended becoming identical to it by word substitution (see the

algorithm), and had 52, 62 and finally 64 pages represented by it.
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Core rmd 2|mnd 3|rnd 4|rnd 5|rnd 6|Size var
{architecture,building,design,house} 1 52 62| 64 64 63
hotels,paris,rooms,rue 57 83 91 92 92 35
fages,life,middle,people}i 59 88 90 90 90 31
{buffett,chairman,letter,warren} 6| 25| 25| 25| 25 19
{calderon,omar,reggaeton,tego} 171 22| 22| 22| 22 5
{ages,feudal,middle,religion} 28 31| 311 31| 31 3
{band,blues,dance,jazz} 15 18 19 19 19 4
{application,code,developers,java} 5 9] 12 12 12 r §
{investors,premium,shares,stock} 0 6 9 9 9 9
{attractions,hotels,tourism, travel } 3 8 9 9 9 6
{berkshire,buffett,chairman,warren} 2 8 8 8 8 6
{cheap,hotel,reviews,star} 100 12| 12| 12| 12 2
{artist,blues,jazz,pop} 1 5 5 5 5 4
{maze,mazes,pyramids,sphinx} 2 0 0 0 0 -2
{architectural,design,house,style} 2 0 0 0 0 -2
{ages,medieval,middle,weapons} 2 0 0 0 0 -2
{building,gate,great,middle} 2 0 0 0 0 -2

In the lower part of the table (below the horizontal line) we have some ex-
amples of cores which lost pages in the process, giving them away to stronger
cores. These can be considered as meaningless word combinations in the corpus.
The dotted last row represents the remaining 28 initial seeds of the experiment.
Above the horizontal line we have all the 13 cores that ended with a positive
size variation, which could be considered as the possible topics of the corpus.

Table 1. Cores found in our corpus

Topic Cores
Investments|buffett,chairman,letter,warren
investors,premium,shares,stock
berkshire,buffett,chairman,warren
Programming|application,code,developers,java

Travel|hotels,paris,rooms,rue
attractions,hotels,tourism,travel
cheap,hotel,reviews,star
Music|calderon,omar,reggaeton,tego
band,blues,dance,jazz
artist,blues,jazz,pop

Architecture|architecture,building,design,house
Middle-ages history|ages,life,middle,people
ages,feudal,middle,religion
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Fig. 2. Evolution of best core force through several rounds

Because we know in advance the topic of every page in the corpus, we can
manually classify the 4-cores with positive variation into the 5 topics of the
corpus, to see how the former represent the latter. This is done in table 3. From

this table we can see that all of the 5 topics got represented by at least one 4-core.
This is an important experimental result, because with it we showed that the

method was able to find all the relevant topics of the corpus.

Nevertheless, some of the topics were represented by more than one 4-core.
We believe that some of the cores are actually representative of a subtopic, like
for instance “calderon, omar, reggaeton, tego”, which is a subtopic of music.
In order to test this hypothesis, we calculated the distances between all of the
13 SCs found, to see whether distances between semantically-related SCs were
indeed smaller than distances between unrelated SCs. This is done in figure 3.

For this experiment we executed each of the cores as queries to the index, and
then generated a weight vector using the resulting documents for each of the 13
selected cores, The weight of each term is its relative frequency in the result set.
Then, the weight vector is unit-normalized so that vector distance metrics can be
applied to each of the vectors in the set. As we can see in figure 2, k-cores in the
same topic, like “buffett, chairman, letter, warren”, “investors, premium, shares,
stock” and “berkshire, buffett, chairman, warren” (all about the “investments”
topic) are strikingly close to each other. The same could be said about same-
topic k-cores in the other topics. Take, for instance the music-related k-cores:
“band, blues, dance, jazz” is very close to “artist, blues, jazz,pop”, and even
“calderon, omar, reggaeton, tego”, which does not share a single keyword with
the other two k-cores, appears as semantically close in the figure. This validates

the hypothesis that k-cores refer to subtopics of a general theme.
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4 Application of SC to internet search

Now let us assume a set of web pages has already been mined for its k-cores,
which will be considered each a representative of a SC. We will show how this
structure could be used in order to guide an internet search.

The relevance of a keyword set or query @ to a given SC with k-core K and
weights wg, written as R(SC;, Q) is defined as the average weight wi of the
words k € Q in the SC;.

The next step in SC-guided search is to calculate the relevance of Q with
respect to the available SCs SC;...SC,,. We order the SC X; in descending
order of relevance, and we take the first m relevant SC, where m is a small
number like 2 or 3. These first m SC will be considered as the closest to the user
query, and the associated k-cores will be presented to the user to choose from
like in the introductory example.

Once the user selects one of the proposed k-cores, say Kj;, the system will
propose to him the result of queries QU{k;, k;, . ..}, where k;, k;, . . . are members
of the selected k-core. This means that user queries can be enriched with words
from the core, so that the search is narrowed. Notice that this will have a more
restricted result than the original search Q, which is the intended effect.

Resuming, the algorithm for a SC-guided search is as follows (we assume that
all k-cores satisfying a force threshold have already been calculated):

Input: A set SC; of SC and a query Q.

output: Results from an enriched query.

Calculate the relevances R(SC;, Q) to SC, which are X;.

Construct a list L of SC with decreasing relevance to the query.

Present to the user the m first k-cores from the SC in L.

: The user selects one of the k-cores of the preceding step, let it be K. g5

: New queries of the form QU {k;, k;, ...}, where k;, k;, ... are members of Kj;,
are constructed.

The user receives the result of the enriched queries.
Our experiments about SC-enhanced search are reported elsewhere [12].

~ -

@

5 Related work

As we mention in the introduction, there are a number of quantitative corpus-
based approaches to analyze texts [13,14], but none of them offers, as we do, a
perspective of semantically structuring the web space; the cited works belong to
the Natural Language Processing field.

In the field of Information Retrieval some works propose to extend search
engines functionalities [15], by different means than the ones proposed in our
paper, like “retrieving any type of data and collecting information to do bet-
ter web mining”, and other improvements like dealing with multimedia data.
The cited author does mention the use of “Soft Computing” methods [16], but
without proposing a specific approach or application.
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Fig. 8. Distances between SCs

In [17] quantitative information-theoretic measures of Semantic Similarity
are explored using a tree-based notion of semantic similarity. Our work does not
rely on graph comparison, but entirely on joint frequency measures, which are
efficiently calculated by web search engines.

Some other works [18-20] propose clustering methods for sets of documents.
For instance, in [21] “chat” sessions are put in relation to possible contexts
using the web as a reference corpus; the author uses a clustering algorithm to
identify candidate contexts. In his approach, a web search is done first, and
clustering is applied to the search results. Our approach is not to directly cluster
document sets, or search results like [21] or the Clusty search and clustering
engine [22], but instead to first mine a corpus, that could be a document set
or the whole internet, for Semantic Contexts, represented by their k-cores, and
only then, match documents or queries against the k-cores; this last step is done
efficiently using algorithms very similar to those used by search engines, which
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were described in section 4. One advantage of doing so is that our k-cores are
static, that is, they do not change from query to query, but only through years
of internet evolution, and thus they can be calculated off-line, that is, prior to
user querying, reducing this way the user waiting time.

A work in NLP similar in ideas to our work is [23], where the author presents a
vector representation of keyword occurrences together. Topics are represented by
the centroid of a set of vectors in a multidimensional space. There are complexity
issues though, as the author declares: “a global optimization of cooccurrence
constraints is necessary, an operation so complex that only a supercomputer can
perform it”. Our reliance on web search technology, in contrast, gives us, we
think, better chances to scale up to the whole internet.

6 Conclusion

As we show in this paper, part of the underlying semantic structure of the web
could be made explicit by means of our “Semantic Contexts”, represented each
by corresponding keyword weights and “k-cores”. We have presented the notion
of Semantic Context as “clouds” in a keyword space, we have formally defined
them as weighting functions over keywords, and we have shown how they can
be calculated. Further, the experiments we present show that it is possible to
produce automatically k-cores representing all of the topics in the given corpus.
As we are able to define distances over SC, we see the collection of SC in a corpus
like a “map” of its semantic concentration points, or as a semantic “topography”,
with summits associated to cores with maximal force.

As a practical application of Semantic Contexts, search engines utility could
be improved, using semantic contexts as a guidance. We think SC could be
applied to automatic “tagging”, to natural language translation, and in general
to serve as an objective semantic reference that could make semantic-aware many
internet applications.

To the best of our knowledge, our work, proposing the explicit construction
of a static interrelated collection of semantic themes representative structures
(Semantic Contexts and their k-cores), and their application for refining searches,
is completely original.

Our future work includes a larger scale validation, the refinement of the
algorithms to ensure scalability, the investigation of the effect of adjusting the

k size of k-cores, as well as developing practical applications like the search
refinement.

Acknowledgement: This work was supported by the CAT-011 Monterrey
Tech’s research chair.

References

1. Gulli, A., Signorini, A.: The indexable web is more than 11.5 billion pages. In
Ellis, A., Hagino, T., eds.: Proceedings of the 14th international conference on
World Wide Web, WWW 2005, Chiba, Japan, May 10-14, 2005 - Special interest
tracks and posters, ACM (2005) 902-903



136 Ramirez E. and Brena R.

i

2 o

N

11.
12.
13.
14.
15.
16.

17.

18.

19.

20.

21.

Berners-Lee, T., Hendler, J., Lassila, O.: The semantic web. Scientific American
(2001)

Andersen, A.: Construction of XML. XML journal (2001)

Zadeh, L.: Soft computing and fuzzy logic. Software, IEEE 11 (1994) 48-56
google. (http://www.google.com)

Baeza-Yates, R., Ribeiro-Neto, B., et al.: Modern information retrieval. Addison-
Wesley Harlow, England (1999)

Russell, S., Norvig, P.: Artificial Intelligence a Modern Approach. Al. Prentice_Hall

1995)
E)hurch, K., Gale, W.: Inverse document frequency (IDF): A measure of deviations
from Poisson. Proceedings of the Third Workshop on Very Large Corpora (1995)
121-130
Jucene. (http://lucene.apache.org/java/docs/ )
Xu, J., Croft, W.: Corpus-based stemming using cooccurrence of word variants.

ACM Transactions on Information Systems (TOIS) 16 (1998) 61-81

Porter, M.: An algorithm for suffix stripping. Program 14 (1980) 130-137

: (Self-citations excluded for blind review)

Brill, E., Mooney, R.J.: An overview of empirical natural language processing. The
Al Magazine 18 (1998) 13-24

Ng, H.T., Zelle, J.M.: Corpus-based approaches to semantic interpretation in NLP.
Al Magazine 18 (1997) 45-64

Baeza-Yates: Information retrieval in the web: Beyond current search engines.

IJAR: International Journal of Approximate Reasoning 34 (2003)

Zadeh, L.A.: Fuzzy logic, neural networks, and soft computing. Communications

of the ACM 37 (1994) 77-84

Maguitman, A., Menczer, F., Erdinc, F., Roinestad, H., Vespignani, A.: Algo-

rithmic computation and approximation of semantic similarity. WWW Journal
2006)

(Zhao, Y., Karypis, G.: Evaluation of hierarchical clustering algorithms for docu-
ment datasets. In Kalpakis, K., Goharian, N., Grossmann, D., eds.: Proceedings

of the Eleventh International Conference on Information and Knowledge Manage-

ment (CIKM-02), New York, ACM Press (2002) 515-524

Steinbach, M., Karypis, G., Kumar, V.: A comparison of document clustering

techniques (2000)

Adami, G., Avesani, P., Sona, D.: Clustering documents in a web directory. In
Chiang, R.H.L., Laender, A.H.F., Lim, E.P., eds.: Fifth ACM CIKM International

Workshop on Web Information and Data Management (WIDM 2003), New Or-

leans, Louisiana, USA, November 7-8, 2003, ACM (2003) 66-73

Segev, A.: Identifying the multiple contexts of a situation. In: Proceedings of
1JCAI-Workshop Modeling and Retrieval of Context (MRC2005). (2005)

. clusty. (http://www.clusty.com)

Schutze, H.: Dimensions of meaning. In: Proceedings Supercomputing’92, Minn.,
MN, IEEE (1992) 787-796



Keywords Extraction in Clusters of Related Documents

Leticia Arco, Damny Magdaleno, Rafael Bello,
Manuel Llanes and Libernys Valdés

Central University of Las Villas, Carretera a Camajuani km 5 %,
54830 Santa Clara, Villa Clara, Cuba
{leticiaa, dmg, rbellop, manuela, libernys} @uclv.edu.cu

Abstract. The aim of this work is to develop a model that allows the
application of feature selection techniques for the extraction of relevant terms
that characterize the clusters of related documents and discriminate among
clusters. The main feature selection techniques are described as well as their
applications to text mining, particularly the induction of decision trees in
feature selection. We outline a flexible model that justifies the design and
subsequent application of the stages that make up the proposed procedure,
which are: the discretization of the features that describe the documents, the
induction of the decision tree and the keywords extraction of textual
homogeneous clusters. The feasibility of the developed model is demonstrated
through its applications in three study cases using the CorpusMiner tool. The
validation process comprised a linguistic expert’s analysis of the obtained
keywords and their relation with the topics corresponding to the textual clusters
that they characterize.

Keywords: Feature Selection, Decision Trees, Text Mining, Relevance Term.

1 Introduction

A field where feature selection has a significant practical interest is the mining of
information, especially, text mining, where the volume of features considered to
describe the documents is extremely big and in many cases irrelevant and redundant.
Several areas within text mining require a process of feature selection and many
techniques of feature selection have been applied to these areas of textual processing;
nevertheless, in the majority of cases the efforts in feature selection have been
focused in the stage of reduction of dimensionality in textual representation.
Nevertheless, there exist many other stages of the textual processing where feature
selection becomes necessary. The aim of this work is to apply the feature selection
techniques to a textual corpus previously classified to obtain the relevant features that
are capable of characterizing the textual clusters and simultaneously manage to
discern among clusters.

This paper is organized as follows. In section 2 there will appear a classification of
the feature selection techniques and the principal algorithms applied in text mining
will be mentioned briefly. The model proposed for the selection of relevant terms in
homogeneous clusters of documents is presented in section 3. The evaluation of the
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model appears in section 4. Finally, in section 5 the principal conclusions are outlined
and possible applications are proposed.

2 Feature Selection in Text Mining

Feature selection that is done in the textual representation uses a filter approach. Thus,
the final vocabulary is established by selecting all those features whose score is higher
or lower than a predetermined threshold or selecting the best m features. To apply
feature selection techniques in textual domains it is necessary preprocess the
documents and represent them structurally. One of the representations most widely
used in textual domains is the Vector Space Model (VSM) [10].

We will mention only some filter methods to select features used in dimensionality

reduction in the textual representation task. A well-known linguistic approach is the
stop word elimination [9][12]. Several numerical measurements are frequently used to
evaluate the quality of the terms; e.g. eliminate all the terms whose frequencies are
either higher or lower than a predefined threshold [9], consider the importance of the
terms (term frequency / inverse document frequency (tfidf)) [11], consider the entropy
of the probability distribution of the terms among the documents [12] and calculate
measurements that are used to calculate the quality of the terms [2]. So far examples
of forms of feature selection in the stage of textual representation have been given.
Nevertheless, other stages exist in the textual processing that need to apply feature
selection techniques, generally those that extract knowledge from texts. For example,
if it is desirable to obtain an extract from every obtained cluster as result of a
clustering process, it is not possible to consider all the words that were obtained in the
process of dimensionality reduction of the VSM, but it becomes necessary to submit
every cluster to a new dimensionality reduction process.

3 Model for the Selection of Relevant Terms in Textual Clusters

The objective of the model is to achieve the selection of keywords that characterize
homogeneous clusters of related documents and simultaneously manage to discern
between the clusters. The input to the model is the result of the documents clustering,
where the classes to which every document corresponds are the result of the clustering
process and the principal output are the keywords that characterize and discern
between the homogeneous clusters of documents. Two secondary outputs, but also of
big profit are: the decision tree and the rules of induction.

The relevant terms obtained can be used in later processes such as the extraction of
summaries of the multiple documents that compose a homogeneous cluster and in the
labeling of the clusters.

As part of the conceptual model a general procedure is developed that includes
several specific procedures, structured in three stages that as a whole summarize the
content of the model. The stages of the general procedure are (see Fig. 1): (1)
discretization of the features that describe the documents, (2) induction of the decision
tree, and (3) extraction of keywords from homogeneous textual clusters.
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Fig. 1. Model proposed for the selection of relevant terms that characterize textual related
clusters and can discern among them.

3.1 Input to the General Procedure

The input to the model is the result of the document clustering, where the classes to
which each document corresponds are the resulting clusters of this process. They are
considered to be outputs of clustering methods that include any of the three following
techniques: hard and deterministic, fuzzy, or hard and overlap [4]. This general
procedure is incorporated into the CorpusMiner system [1], that starts from a VSM
representation of the document collection, whether modified or not by the application
of some technique of normalization, weighting of the matrix elements, reduction of
dimensionality or any combination of these, and it clusters the documents following
some of these algorithms: Simultaneous Keyword Identification and Clustering of
Text Documents (SKWIC) [2], Simultaneous Keyword Identification and Fuzzy
Clustering of Text Documents (Fuzzy SKWIC) [2], and Extended Star algorithm [3],
or the concatenated variants Extended Star — SKWIC and Extended Star — Fuzzy
SKWIC [1].

We represent both input possibilities in Table 1. Clusters for hard ID3 specifies for

each document to what cluster it belongs whereas cluster for fuzzy ID3 shows for
each document the membership degree to each cluster obtained.



140 Arco L., Magdaleno D., Bello R., Llanes M. and Valdés L.

Table 1. Matrix of input to the hard and fuzzy ID3 algorithms.

T, T _— il ... for ID3 ... for Fuzzy ID3
Dy ofy (1)) U4 (12) ¥, (tm) Cur (Bcusiert (P1); +--5 Sciusterk (D1))
D: tfg, () #fa,(12) U, (tm) Crz Bciustert (D2)s -- -5 Sctusterk (D2))
‘B'-' y. d, ( 1 ) {f d, (7 2 ) tfd, (tm) Cin (8Clusterl (Dn); seey 8Cluslcrk (Dn))

Where D; is the i-th document of the corpus, with ie {1, n} and 7} is the j-th term that
describes the documents, with je{l, m}; the values ¢ are the normalized and
weighted frequency of each term for each document.

3.2 Stage 1: Discretization of the Features that Describe the Documents

The general procedure proposed considers in the third stage the application of the ID3
algorithm, whether in its hard or fuzzy variant. In the first case it is required that the
features describing the problem are already discretized, in the second one it becomes
necessary to construct the linguistic variables associated with the terms that describe
the documents. Thus, stage 1 is so important, whether the processing is begun from
the result of a hard or a fuzzy clustering. The proposed procedure considers in this
first stage the discretization using the equal width method, that is to say, it partitions
the set of possible values of the term in intervals of equal size [5].

3.3 Stage 2: Induction of the Decision Tree

The classic algorithm in the induction of decision trees is the algorithm ID3 for
discreet values [6][7] and its extension C4.5 for continuous values [8]. To obtain the
induction of the decision tree from the collection of documents (documents that
originally are not labeled), it is necessary to consider the result of a clustering process
as the set of classes of the document collection. The classification of every document
consists of the clusters to which it belongs after the clustering process, or, in the fuzzy
variant, its membership degree to each cluster obtained. Thus, the methods ID3 [7],
C5.4 [8] and fuzzy ID3 [13] are those which will be used in the selection of the terms
that characterize the homogeneous clusters of related documents. The first one is used
if the input to the general procedure is the result of an algorithm that applies a hard
and deterministic technique and the second one will be used if the technique is fuzzy.
When the technique is fuzzy it becomes necessary to obtain the linguistic variables
associated with every term that describes the collection.

The fuzzy ID3 algorithm [13] offers the possibility of considering weights
associated with the objects of the decision system. In this paper two ways are
considered of obtaining information to weight the documents: the highest membership
degree of the document to a cluster and the variance of the membership degrees of the
document to all the clusters. The highest membership degree of every document to the
clusters is a way that is proposed in this paper to weight the documents, because the
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higher the membership degree, the more typical or representative the document is of
this cluster, therefore it must have a higher responsibility in the induction of the fuzzy
decision tree. Those documents that have a similar membership degree for all clusters
are documents that are not typical or typical of no cluster in particular, therefore,
these documents must have a lesser influence in the selection of the algorithms to
induce the fuzzy tree. Hence the documents that have a higher variance of the
membership degrees to the clusters must have a major leading role in the induction.
Thus, one of the criteria proposed in this paper to weight the documents is to consider
the variance of the membership degrees of each document to all the clusters.

In the hard decision trees, it is simple to select which examples belong to the node
that is being constructed associated with a value of a certain attribute. On the other
hand, fuzzy logic states that all the elements belong to all the sets but with a given
membership degree. Therefore, in the FDT after an attribute branches for a certain
linguistic term, all the examples have a membership degree to this linguistic term.
Let’s suppose that there is a node corresponding to the linguistic variable j and that
this variable is composed of & linguistic terms. Let’s also suppose that the new node
to form is that corresponding to the linguistic term a/ (linguistic term ¢ of the
linguistic variable ;). What examples to consider in the node to branch associated to
a,j ? To solve this problem in this paper two variants are proposed. The first is to

apply the Principle of Maximum Membership, so that those examples which have the
highest membership degree to that linguistic term ¢ of the linguistic variable J will be

included in the corresponding node of 4::;’r . The second variant considers the
specification of a threshold a. To include an example in the corresponding node of

a/ , we apply an a- cut and select those examples for which it is fulfilled that its
!

membership degree to the linguistic term ¢ is higher than the o~ cut.

Another important aspect to define is when to finish the ramification of the tree. In
this stage three stopping criteria have been included. The most general is to stop the
ramification when there are no any more attributes or features for the classifications.
The second included criterion is to consider a node leaf when all the examples belong
to the same class. The third and last criterion considered in the induction compares the
value of the measurement of the information of the attribute with a stated threshold, if
the studied value is minor that a threshold given by the user or calculated by the
proper algorithm, stops the ramification. This stopping criterion avoids choosing
attributes with very low information gain. The automated variant calculates the
threshold as the average of the information gain of the attributes that initially describe
the set of examples.

It is necessary to specify how it is identified to what class or set of classes an
example belongs, to determine the classes associated with a node leaf, In the hard
variant of the ID3 it is trivial. Nevertheless, in the fuzzy variant of the ID3 all the
examples have a membership degree to each of the classes. We propose the use of the
following two ways of choosing the classes corresponding to an example or node leaf:

— To apply the Principle of Maximum Membership, in such a way that the only class
associated with the example will be that class for which the example has the
highest membership degree. To identify the class associated with a node leaf this
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principle is applied to every example of the node and the class that has the highest
number of associated examples is selected.

— To define a threshold « and to apply an a- cut, thus all those classes are included
in the classification of an example for which the example belonged with a degree
above the threshold a. To identify the classes associated with a node leaf, an a- cut
is applied to every example of the node and the classes associated with this node
will be all those obtained from the examples that belong to the node according to
this criterion. This is one of the advantages of the FDT, because this method allows
a node leaf to have more than one value of the decision attribute.

Another element to bear in mind to obtain a node leaf is the definition of its certainty,
an important aspect when generating and applying the rules from the FDT. We have
considered two ways of calculating the certainty of a node leaf (certainty of the rule
that generates from the root up to the given node leaf). (i) To calculate the certainty of
the node leaf as the average of the membership degrees of the examples those are in
the node to the classes selected for this node. (ii) To consider the weighted sum of the
membership degrees of the existing examples in the node leaf to the classes selected
for this node. The weighting is based on the weight associated with every example. In
both variants a decision tree is generated and the rules that describe every document
cluster are obtained from the generated tree. The antecedents of these rules are the
resultant intervals of the discretization process (hard variant) or the terms associated
to the linguistic variables (fuzzy variant). The extraction of keywords is performed
based on the analysis of the obtained rules. This process will be described in stage e

Fuzzy ID3 variant needs the construction of linguistic variables associated with
every term. Several researches have been carried out with the purpose of
automatically building membership functions. We used the method propose in [12]
for the construction of triangular and the Beta bell functions.

Generation of Rules that Describe a Textual Corpus from the Hard and Fuzzy
Variants of the Algorithm ID3. Afier the tree has been constructed the rules that
describe the text corpus can be generated, bearing in mind that every path in the
decision tree of the root to the leaves is a rule, where the precedent is a conjunction of
all the internal nodes of the tree that belong to the path (with its respective discrete
associate values or linguistic terms for ID3, hard or fuzzy variant, respectively) and
the consequent is the node leaf (i.e., associate classes and certainty of the rule). The
rules that are obtained from the tree induced for fuzzy ID3 are Sugeno grade 0.

3.4 Stage 3: Extraction of Keywords of Textual Homogeneous Clusters

In this stage of the model we propose three variants of feature selection to extract the
keywords of the homogeneous clusters of related documents obtained from the
clustering results. This may be useful, for example, for a possible later stage of
automatic generation of the summary extract of every cluster or labeling of textual
clusters. Thus we may identify those terms that characterize every cluster, through the
selection of the words of higher relevance of clustering methods, the selection of the
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terms with higher values of quality in the cluster, and the selection of the terms from
the rules generated by the algorithm ID3 in any of its variants.

The selection of the words of higher relevance resulting from the clustering
method, and the selection of the terms with higher quality values in the cluster, are
forms of selection that coincide when the clustering was performed applying either a
hard or a fuzzy technique. The only difference is that when the technique is fuzzy it
becomes necessary to apply the principle of maximum membership or to define one
a- cut to determine what documents belong to each cluster. Nevertheless, the election

of the terms from the rules generated by the algorithm ID3 depends on whether the
variant was hard or fuzzy.

Selection of the Words of Higher Resultant Relevancy of the Clustering
Methods. There exist clustering algorithms that along with the collection of
document clusters return the relevance of the terms for each cluster; such is the case
of the algorithms SKWIC and Fuzzy SKWIC. Considering the relevance of the terms
for clusters it is possible to select the relevant terms for every obtained cluster in two
ways: selection of the words whose relevance is higher than a certain threshold and
selection of » words with better relevance value. The first one goes through all the
terms in the cluster and chooses those whose relevance value is higher than a stated
threshold. The second one sorts all the terms in decreasing order according to their
relevance and selects the first » terms of the list. Notice that this way of keyword

selection is only applicable to results of the clustering with SKWIC and Fuzzy
SKWIC.

Extraction of Keywords as the Quality of Terms. As mentioned in section 2 of this
paper, there exist functions that determine the quality of a term in a document
collection. Using these quality measurements it is possible to reduce the
dimensionality of the VSM representation of a text corpus by eliminating the words of
lesser quality value. It is possible to extrapolate this form of selection of words to
each cluster of documents obtained by a method of clustering. To achieve this, it is
necessary to create a VSM representation for each cluster of documents. This
representation has the same terms as the matrix from which the collection of clusters
of documents was obtained, but for each cluster the representation has only those
documents belonging to it. Then, for each of these representations the quality of all
the terms is calculated and those are chosen which have higher or lower value than a
threshold (lower in the case of entropy) or the n better quality terms.

Selection of the Terms from the Rules Generated by the Algorithm ID3. From the
obtained rules it is possible to generate the words that discern among clusters. This
process of selection differs according to whether the rules are hard or fuzzy.

The selection of terms from hard rules is carried out as follows. With every cluster
there are associated those terms that are a part of the antecedents of the rules of which
that they are consequents and whose value (i.e., interval associated in the process of
discretization) is one of the # better values that this term can reach, where 7 is a value
of input to the algorithm. Let’s suppose, for example, that one of the terms that
describes a textual corpus is the word SOFTWARE, and in the process of
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discretization the frequencies of appearance in the corpus for this term were divided
into as VERY LOW, LOW, NORMAL, HIGH and VERY HIGH, and it has been
specified except that only it is desirable to consider in a cluster those terms that
should describe it with a frequency of appearance HIGH or VERY HIGH, then only
SOFTWARE will be considered to be a relevant term in those clusters where this
term is a part of the antecedents of the rules and that these rules have the above

mentioned cluster as a consequent.
The selection of terms from fuzzy rules is carried out as follows. With each cluster

are associated those terms that are a part of the antecedents of the rules of which they
are consequents and that its value (i.e., linguistic term associated with the linguistic
variable corresponding to the attribute that describes the node) is one of n better
values that this term can have, where n is a value of input to the algorithm. Therefore,
this variant is similar to the processing of hard rules, with the only difference that is

processed through linguistic terms and not through discrete intervals.

Combined Forms of Selection. Notice that the ways of selection showed above are
used to extract relevant terms for clusters, but these do not necessarily manage to
discern among clusters. On the other hand, the use of the rules obtained by the
induced decision trees can generate terms that do discern among clusters, but that do
not necessarily have a high frequency of appearance in the cluster, and therefore, are
terms that can hardly be used in later processing as extraction of summaries or
labeling of clusters. It is for these reasons, that combined variants offer the best
solutions. If the algorithm that generated the collection of clusters of documents also

enerated the relevance of every term for cluster, the lists of keywords that are
obtained by the ID3 (hard or fuzzy) can be intercepted with the lists of words that are
obtained when terms are chosen based on their relevance above a certain threshold.
Another possible combination is to intercept the results of the ID3 with the high

quality words obtained for each cluster.

4 Evaluation of the Model

Evaluating is an arduous work in tasks of text mining. To evaluate the model study
cases were designed and experts' opinion was considered to perform the semantic
analysis of the words extracted in the context of the textual corpus used.

The general procedure was implemented in the software CorpusMiner [1]. This
software also implements the initial processing and clustering of the textual corpus.
In the stage of textual representation, the corpus was transformed by conversion of all
the letters to capital letters, replacement of the contractions with their expansions and
of abbreviations with their full forms, the elimination of numbers and symbols, the
establishment of orthographic homogeneity and lemmatization. Then the VSM
representation was carried out on the transformed corpus, with a weighting based on a
variation of the formula TF-IDF [2], allowing that the weight of the terms should
reflect the relative importance of a term in a document with regard to other terms in
the document. The reduction of the dimensionality was performed by the elimination
of the grammatical words and the selection of those 600 better terms, that is to say,
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terms that have a higher quality than a certain threshold for the applied measurement
of term quality (Term Quality II) [1][2]. The concatenated methods applied for the
clustering were Extend Star — SKWIC and Extend Star — Fuzzy SKWIC [1][2][3].

4.1 Definition of the Study Cases for the Application of the General Procedure

The first study case included a textual corpus that was created from the Reuters
Agency news collection published by David D. Lewis. The second study case is an
artificial corpus created by expert linguists for this validation. Finally, the third study

case is a collection of Bioinformatics® scientific papers published in the BioMed
Central's open access full-text corpus for data mining research.

The first study case includes the textual corpus from Reuters Agency news

collection'. The created corpus has a size of 353 KB. It possesses 113 pieces of news,
previously labeled. These documents tackle 6 topics; 12 news about cocoa, 23 news

about acq, 12 news about money-supply, 17 news about trade, 24 news about crude,
and 25 news about earn.

The second study considers a textual corpus that was constructed intentionally by
expert linguists to validate clustering for meaning association. The construction of
this corpus starts from a collection of documents, from which the lexical high
frequency words were selected and the sentences containing them were assigned to a
document. Thus for each word selected there is a pseudo-text that contains a variable
number of sentences containing that word. The built corpus is composed by 35
documents (corresponding to the 35 most frequent words of the original corpus) and it
occupies 2.78 MB.

The third study case includes the textual Corpus from BioMed Central's open
access full-text corpus®. The created corpus has a size of 3.08 MB. It possesses 123
scientific papers, previously labeled. These documents tackle 7 topics; 16 papers
about Cystic fibrosis, 12 papers about genic therapy, 6 papers about diabetes mellitus
(therapy and diet), 32 papers about diabetes mellitus (research, molecular biology), 31
papers about AID, 16 papers about lung cancer, and 10 papers about microarrays.

4.2 Validation of the Results

To validate the results of the first and second study cases we considered the opinion
of experts in English to determine the appropriateness of the keywords selected for
the clusters. In their opinion the words obtained manage to describe the clusters and to
discern among them.

We apply a fuzzy clustering technique for these study cases; thus, we had to apply
the induction of the fuzzy decision trees using fuzzy ID3 algorithm. Tables 2 and 3
reflect fragments of the results of the keyword selection process from the clusters for
the first and second study cases. The terms shown are the result of the selection

! Reuters-21578 Text Categorization Collection, 135 topics.
http://www.daviddlewis.com/resources/testcollections/reuters21578

2 BioMed Central has so far published 22003 articles.
http://www.biomedcentral.com/info/about/datamining/
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method that considers the interception of the terms obtained by fuzzy ID3 and the
relevance of the terms calculated by the Extended Star — Fuzzy SKWIC (i.e, we used
a fuzzy clustering technique). In the discretization process for the automatic
construction of the membership function three frequency intervals were considered,
LOW, NORMAL and HIGH. In the selection we only considered those terms that
were part of the antecedents associated to linguistic terms with an HIGH frequency
and a relevance based on the results of the Extended Star — Fuzzy SKWIC algorithm
above a given threshold (which was different for the two study cases). In the
induction of the fuzzy decision tree each document was weighted with the variance of
the membership degrees of the document to each of the clusters. We applied the
principle of maximum membership to determine what examples to include in the
branching of the node. The branching of each node was pruned when the attribute
gain was smaller than the means of the gains of the attributes that initially describe the
set of all examples. The certainty of the rules was calculated as the weighted sum of
the examples’ membership degrees to the classes selected for this node leaf (classes

whose examples’ membership degree is above a given a-cut).

Table 2. An excerpt of keywords obtained using Fuzzy ID3 with the first study case.

Cluster 4 Cluster 6 Cluster 5 Cluster 1
<TRADE> (0.76) <EARN> (0.72) <CRUDE> (0.86) <COCOA> (0.91)
System important  dollar Exchange military risk Cocoa bean
Foreign export represent Pay platform involve  Strong cost
Tender trade cause Earn Washington predict Carry rise
Sight spokesman financial = Asset target Land dollar
Gulf congress partly intangible Iran Pound condition
asset Offer good

The headings for each cluster in Tables 2 and 3 are the topics most widespread in
the cluster and their degrees of importance. Observe in Table 3 that the chosen terms
have a relationship with the main topics dealt with in these homogeneous document
clusters, so the semantics of the selection is correct and adequately describes the
clusters under study. These words also discern among the clusters.

See in Table 3 the results of the keywords obtained for a fragment of the clusters of
the collection of the second study case. Notice that the chosen terms are in
correspondence with the content of the clusters.

Table 3. An excerpt of keywords obtained using Fuzzy ID3 with the second study case.

Cluster 1 Cluster 2 Cluster 4 Cluster 5 Cluster 6
<virtual> <wireless> <virus> <woman > <warming>
(0.89) (0.77) (0.84) (0.83) (0.90)
<users> <weather>
(0.74) (0.83)
virtual wireless virus woman weather
system user system female warm

future computer seriously men troposphere
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To validate the results of the third study case, we considered the opinion of experts
in Bioinformatics to determine the appropriateness of the keywords selected for the
clusters of this kind of scientific papers. In their opinion the words obtained manage
to describe the clusters and to discern among them.

We decided to use a hard and deterministic clustering technique; thus we needed to
apply Hard ID3 to induce the hard decision tree. Table 4 reflects the complete results
of the keyword sclection process from the homogeneous clusters of Bioinformatics’
papers. The keywords shown are the result of the selection method that considers the
interception of the terms obtained by ID3 and the relevance of the terms calculated by
the Extended Star — SKWIC (i.e, we used a hard and deterministic clustering
technique). In the discretization process three frequency intervals were considered,
LOW, NORMAL and HIGH. In the selection we only considered those terms that
were part of the antecedents associated to intervals with a HIGH frequency and a
relevance based on the results of the Extended Star ~SKWIC algorithm above a given
threshold. The threshold is given considering the characteristics of this study case.

Table 4. The keywords obtained using 1D3 with the third study case.

: . Diabetes ;
Cystic  Genetic . Diabetes Lung :
Fibrosis Therapy ('I]_)‘:fa;;;l (Research) AlD Cancer Microamay
cystic  Virus people  experiment HIV response clone
fibrosis Transfer prevention cell program tumor  microarray
surface = DNA primary clone human Lung  experiment
line Joint model pain prevention clone
AAV status mouse  transmission DNA
Tumor human  information

health

See in Table 4 that the chosen terms have a relationship with the main topics dealt
with in these homogeneous document clusters, so the semantics of the selection is

correct and adequately describes the clusters under study. These words also discern
among the clusters.

5 Conclusions and Future Work

A model has been presented that allows the selection of keywords that characterize
homogeneous clusters of documents and can simultaneously discern among the
clusters. The characteristics present in the general procedure of the developed model
provide advantages with regard to the consideration in the input of new ways of
document clustering and the inclusion of other variants construction of membership
functions associated to the linguistic variables for every feature. The stage of keyword
extraction allows the combination of the relevancy of the features obtained by the
clustering processes, with the words selected from the process of induction of the hard

or fuzzy decision trees. This element is fundamental to obtain relevancy for clusters
and differentiation among them.
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As a future work, it is possible use the relevant terms obtained in the extract
summarization of textual homogenecous clusters, as well as in the labeling clustering

process.
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Abstract. Several lexical resources have been proposed in the literature.
However, the main problems of Natural Language Processing (NLP),
such as ambiguity resolution and parsing, require a more integrated
version of the different approaches, i.e. an organized, theoretically well-
motivated form of lexical, syntactic and semantic information for each
entry. In this paper we present the design of a dictionary based on a
proposal by Apresjan. We describe the definition zones of entries in the

lexicon, the methodology followed to obtain the content of this zones and

we give an example in the semantic domain of creation verbs. We also
discuss the complexity of carrying out this task.

1 Introduction

Assignment of senses to verbs is not a trivial matter. In modern linguistics and
computational linguistics most studies have concentrated on identifying the the-
matic roles of verbs in order to characterize semantic frames. They also describe
how semantic roles can be mapped onto syntax in a predictable way. Likewise, an
Explanatory Combinatorial Dictionary (ECD) describes the logical arguments
of verbs and the correspondences between semantic and syntactic arguments
very adequately, identifying different senses of verbs by enumerating them as
sensey,. .., sense,. We know very little about, among other things, what char-
acterizes sense; as distinct from the others and what are the differences and
similarities between sensel and the other senses.

It is not sufficient to enumerate the different senses that a verb can have
and acquire based only on semantic features (semantic structure). More impor-
tant, the semantic structure only deals with the logical meaning of a sentence.
Because of this fact, we must also attempt to classify senses according to their
cognitive aspects, logical emphasis, presuposedness, social associations which are
considered as part of the communicative structure of a sentence within its se-
mantic representation structure. Thus, in this paper the meaning of a sentence
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is based on Mel’¢uk sentence representation structures [9]. That is, a sentence
representation is conformed by a semantic structure, syntactic structure and a
communicative structure. Nonetheless, due to some specific phenomena observed
within sentences, we also think that it is necessary to include a referential struc-
ture to achieve an even broader sentence meaning representation. In order to
realize this goal, we have implemented some criteria for establishing senses from
a referential view point. Here, a referential structure is considered as specifying
the referent of a semanteme configuration. That is, it indicates the links between
semantic chunks and the corresponding entities and facts in the universe to which
these chunks refer (Mel’Cuk, 2001). Then, in order to deal with the referential
structure, we assign different tags to different senses to set up the categories in
which they participate.

In this proposal, therefore, a standard entry is organized basically into four
definition zones:(1) the lemma zone; (2) the explanation and meaning zone; (3)
syntax; and (4) the co-occurrence restrictions zone. Since referential structure
is one important characteristic of this proposal when classifying senses, it is
intended mainly to establish a methodology capable of, on the one hand, identi-
fying all possible senses that a verb can have and, on the other hand, classifying
senses into categories by tagging them in a reasonable manner. This will be
done by the identification and classification of all different possible senses. This
is based primarily on two criteria: (a) the participants (actants) of the verb and
(b) the proper features of the verb. Consider the following sentences:

(1) a. Maria rompi6 la ventana. Maria broke the window.
b. El martillo rompié la ventana. The hammer broke the window.
c. La ventana se rompid. The window broke.

According to Case Grammar [4] [13] and from a communicative point of
view these sentences express different senses since sentence (1a) expresses the
subject who carries out the action; sentence (1b), however, it expresses the in-
strument with which the action was carried out; and finally, sentence (1c) shows
the object affected by the action of romper (break). That is, thematically each
one expresses a different theme and rheme due to well-known meaning commu-
nicative organization rules. Consequently, these sentences, (1a), (1b) and (1c),
should be interpreted differently since they evoke different senses. As we can
see, they clearly express different states of affairs in the world. That is the mes-
sage is communicatively organized in such a way that it is making reference to
different things in the world. On the other side, it seems syntactically that the
above sentences are composed according to the grammatical constructions SVO
(1a and 1b) or SV (1c). However, their semantic meaning has been strongly
affected by the communicative structure of the sentences, proving that commu-
nicative structure has a great influence in the semantic interpretation. It is quite
clear that they do not mean the same thing, since their interpretation depends
too on what kind of argument the verb is interacting with, that is, whatever
each participant denotes affects the possible meaning that a verb can acquire
syntagmatically and paradigmatically.
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Based on these considerations and the two criteria mentioned above, it is
therefore assumed that identification of what each participant denotes is of great
importance in the task of identifying and classifying the different senses of a given
verb and arranging senses in different categories. For instance, in the case of the
sentences mentioned previously, the meaning of sentence (1b) would be classified
under the tag Instrument, Operative Part. Similarly, sentences (1a) and (1b) will
be placed under the tag Object/Content, making it clear that (1a) is intended
to describe the subject of the sentence, whereas (1c) is making reference to the
direct object of the sentence which turns out to be the actant to be affected
by the action of the verb. The other important criterion for identifying and
eventually classifying all possible senses of a verb is the proper features of the
verb examined. As an example, the verbs comer (eat) and devorar (devour),
which are normally considered instances of the verb ingerir (ingest). From this
perspective the purpose is to graduate the meaning of comer and devorar as
two distinct manners of ingesting something. Although gradient distinctions are
important for semantics, aspect features must be included in order to identify
senses more accurately and classify them broadly. Let us consider the following
sentences which contain the verbs comer (eat) and devorar (devour):

(1) d. Marfa comi6 su torta ayer. Maria ate her sandwich yesterday.
e. Marfa comié ayer. Maria ate yesterday.

f. Marfa devor6 su torta ayer. Maria devoured her sandwich yesterday.
g. *Marfa devoré ayer. *Maria devoured yesterday.

In sentence (1d) and (1le), comer denotes an action of unbounded duration,
that is, the sentence does not provide information about the duration of the
action, although we know that it has finished, at least deictically, at some time
in the past. However, sentences (1f) and (1g), in contrast to (1d) and (1e), make
reference to a change of state. This change of state seems to be absent in comer;
in other words, in devorar there is a completive implication which is absent in
comer. This distinction seems to help us explain the syntactic behavior of these

verbs, that is, why comer accepts the dropping of the direct object while devorar
does not.

Once all possible senses of a verb have been established and assigned ac-
cording to its participants and proper features, we determine in which semantic
frames verbs participate. Thus we are trying to explain syntagmatically why
verb classes behave as they do, and what consequences these distinctions have

for the rest of the lexicon and grammar. Consequently, the aim of this research

project is to identify compositionally the similarities and differences between
verbs, whether or not they are semantic.

The article will be organized in the following manner, we explain in section
2 the organization of semantic classes. In section 3 the structure and composi-
tion of verb descriptions are reviewed. Finally, in section four we describe the

methodology used and in section five we show what an actual (partial) dictionary
entry looks like.
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2 Semantic Classes
This project is based on one of the oldest semantic classifications of verbs, their
aspectual class or Aktionsart. This classification considers that verbs and verbal

phrases differ in the types of events that they denote in the world. In other words,
in the kind of action verbs denote. It is normally assumed that there are at least

three aspectual types: state, activity, and event, where the last sometimes is

divided into accomplishment and achievement events.
Some examples will show what we mean by aspectual class. The verb caminar

‘walk’ in sentence (2) denotes an activity of unbounded duration; that is, the
sentence itself does not carry information about the temporal extension of the
activity, although deictically it is an event that finished in the past.

Maria walked yesterday.

(2) Marfa caminé ayer.
(3) Marfa caminé a su casa ayer. Maria walked home yesterday.

Thus sentence (2) denotes an activity or an achievement. Other examples of
this class of verbs are: dormir ‘sleep’, correr ‘run’, trabajar ‘work’, beber ‘drink’,
etc. On the other hand, sentence (3) conveys the same information as (2), except
that (3) is constrained by the fact that Marfa finished walking when she arrived
home. Although there is no explicit reference to the duration of the activity, this
sentence states that the process has a logical culmination, since it finishes when
Marfa gets home. It is said that this kind of sentence denotes an accomplishment.

Just as the verb caminar seems by default to be an activity in lexical terms,
there are verbs that seem to denote accomplishments lexically. For example,
the verbs construir ‘build’ and destruir ‘destroy’, in their typical transitive use,
denote accomplishment events since there is a logical culmination to the activity

performed.
(4) Marfa construyé una casa. Maria built a house.
(5) Marfa destruyé la mesa. Maria destroyed the table.

In sentence (4) the coming into existence of the house is the culmination of
Marfas action, while in (5) the nonexistence of something referred to as a table is
the direct culmination or consequence of the action of the verb. Verbs of creation
are the best examples of accomplishment events.

An achievement, on the other hand, is an event where something undergoes
a change of state, as in the case of an accomplishment event, but where the
change is conceived of as occurring instantaneously. For example, in sentences
(6), (7) and (8) the change is not gradual, but something that has a point-like
characteristic to it. Therefore, modification with punctual adverbials such as a

las 8 en punto suggests that the sentence denotes an achievement event.

Juan died at 3 o’clock sharp.

(6) Juan murié a las 3 en punto.
(7) Juan encontré su cartera a las 3 Juan found his wallet at 3

en punto. o’clock sharp.
(8) Maria lleg6 a la media noche.  Maria arrived at midnight.
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It seems that some lexical properties of verbs may be affected by the sort of
complement with which they interact.

As we can see from the examples so far discussed, the kind of event that a verb
denotes may vary from a compositional perspective. Therefore, co-occurrence
meaning as well as compositionality should be considered when describing a
lexical item. A shift of meaning in the verb arises as a result of syntagmatic

interactions and the semantic and syntactic relationship of the verb with the
rest of the items in the sentence.

3 The Structure and Composition of Verb Descriptions

As mentioned in the Introduction, the aim of this research project is to identify
similarities and differences between verbs, whether or not they are semantic. In
this study we use Apresjan’s (1] criteria for the elaboration of the New ezplana-
tory dictionary of Russian synonyms. Here a complete semantic description of a
word or collocation consists in an explanation of the meaning of the word (verb,
noun, etc.) or collocation (dar inicio ‘begin’) and its meaning. The meaning is
also divided into three different categories, namely, purely denotative differences,
connotations and, finally, information about its logical emphasis. Thus the com-
position of a standard entry for a verb is organized in the following definition

zones: (1) lemma, (2) explanation and meaning, (3) syntax and (4) combinations
and their co-occurrence restrictions (collocations).

3.1 The Lemma

The lemma includes a description of the type of category for each verb. That is,

here we mention which category such and such a verb belongs to, the gender,
number, etc., of its arguments, etc.

3.2 Explanation and Meaning

Explanation In this study, the explanation of the meaning of a word has two
components: (1) the concept that corresponds to the thing, to the situation, to
some property, to a state or a process, etc.; that is, what the word denotes.
So the concept is described as the frame of the event, which at the same time
constitutes an event structure, as well as a sub-event structure. Here also it is im-
portant to mention that the concept of a situation (that is, the participants, their
characteristics, the relationships among them) can include details about the role
which the observer plays. There are also some meanings (and, in consequence,
some explanations) which have two different components, namely, presupposi-
tions and assertions. Presuppositions are the elements in an explanation which
are not affected by negation. As an example, in the word soltero (=‘bachelor’, an
unmarried male person who is old enough to marry), the definition element ’per-
son’ is a presupposition of soltero, while 'unmarried’ is an assertion, that is, it is
a semantic component which is affected by negation. And (2) the evaluation or
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valuation, that is, the opinion of the interlocutors, the speaker or the hearer(s),
about the thing, the situation, etc., as good or bad, credible or not, desirable or
undesirable, etc. This component makes up the so-called modal framework of the
explanation. The description of the concept is the central part of the explanation

and the description of the evaluation is its modal framework.

Meaning A rational approach to the different types of meanings of a verbal
lexeme is based on the fact that the different lexical entries for the verbs in the
dictionary principally denote actions, situations, events, processes, states and
properties. The different senses which a verb has may be distinguished both (a)
by its participants (subject, object, recipient, instrument, means or vehicle) and
(b) by its syntactic-semantic features (cause, effect, purpose, motivation, place,
beginning point, end point, time, method of execution, nature, degree, form of
manifestation, etc.) Apresjan [1] notes something very important about synonym
dictionaries when he says that the types of participants and the generalized
features of verbs are what in the majority of cases give us the distinctive features
of each verbal lexical item. Thus there have been established purely semantic
distinctions, distinctions in logical emphasis and their cultural associations or

connotations in order to assign the different senses of a verb.

3.3 Syntax

Verb Alternations We also employ a recently-developed methodology to group
the meaning of verbs in semantic classes through the analysis of the syntactic
frames in which they participate; that is, common grammatical verb alternations.
Here, as an example of similar works, we can mention the MIT Lexicon Project
[7], which outlines a large classification of argument-verb alternations in English

in order to classify verbs into semantically unique classes.

Let us consider the following examples, the verbs hundir ‘sink’, rodar ‘roll’,
and romper ‘break’ all have transitive and intransitive forms when their lexical

senses are related to the interpretative characteristic of causation3.

% In (9a), the pragmatically unmarked supposition is that the weather caused the
sinking, while in (9b) the cause of the sinking is explicitly specified, the weather

being only a commentary on the event.
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(9) a. El bote se hundi6 en un clima

The boat sank in a storm.
tormentoso.

b. El avién hundié el bote en un clima The airplane sank the boat in a
tormentoso.
(10) a. La pelota rodé por la colina.

b. Bill rodé la pelota por la colina.
(11) a. Subitamente, la botella se
rompié.

b. Suibitamente, Maria rompié6 la Suddenly, Maria broke the bottle.
botella.

(12) a. La carta llegé a tiempo.
b. *El cartero llegé la carta a tiempo.

storm.
The ball rolled down the hill.
Bill rolled the ball down the hill.
Suddenly, the bottle broke.

The letter arrived on time.

*The mailman arrived the
letter on time.

My terminal died last night.

*The storm died my terminal last
night.

The block tower fell.
*Zachary felled the block tower.

(13) a. Mi terminal murié anoche.

b. *La tormenta murié mi terminal
anoche.

(14) a. La torre de bloc cay6.
b. *Zacarfas cay6 la torre de bloc.

Although sentences (12b), (13b), and (14b) are ill-formed, they are certainly
understandable. A lexical semantic theory should specify what these classes
share: for example, both have intransitive grammatical forms. Thus, it is im-
portant to identify similarities among verbs for establishing a domain where
lexical items are somehow unified (unification), but equally important is the
characterization of how verbs differ (individualization). For example, the lat-
ter group (the b. sentences) does not allow the transitive form of the sentence.
The question is whether it is possible to identify the linguistically relevant fea-
tures that lead to the distinct behavior of the transitive verbs above. However,
as Pustejosvky [13] claimed, we must realize that explaining the behavior of a
verb’s semantic class can come about only by acknowledging that the syntactic
patterns in an alternation are not independent of the information carried by the
arguments characterized in those very patterns. In other words, the diversity of

complement types that a verb or other category may take is in large part also
determined by the semantics of its complements.

3.4 Collocations

It is worth pointing out that in this work collocations or semi-phrasemes are
very important, since they contain a great deal of subjective communicative in-
formation. A collocation is a more or less fixed expression which is composed of
(at least) two constituents. The meaning of the whole collocation includes the
meaning of one of its components but not the other, at least not wholly. For ex-
ample, sostener una tesis ‘maintain a thesis’, where the phrase is about a thesis
but sostener ‘maintain’ does not convey its usual meaning (taken from [10]:269).

In addition, Mel'¢uk, Clas & Polguére [11] present the Lexical Functions (LF)
in their Meaning-Text Theory. According to Corpas Pastor [14] the LF were
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proposed as an attempt to systematize all the semantic links that could be es-
tablished within word combinations, that is, between the base and the collocate.
the lexical functions describe the co-occurrence restrictions of
words, as well as the phenomena of derivation. Therefore, the notions of base
and collocate are similar to the concepts of key (the word which is applied to
determine a lexical function) and the value (the resulting word(s)). For exam-
ple, applying the lexical function Realization to the key promesa ‘promise’ we

obtain the value cumplir ‘fulfill’.

In other words,

4 Methodology

nt linguistic resources (dictionaries) to determine the lemma
planation and meaning zones. These were: the Diccionario
enciclopédico Larrousse [8], the Diccionario Enciclopédico Océano [12], and the
Davies corpus for Spanish [3]. Dictionaries are valuable sources of useful infor-
mation since they list all senses that a verb can have (or all consxdered. necessary
by the lexicographers). This knowledge can be verified using a corpus in order to

nses described in the dictionaries or to find another possible

corroborate the se . ]
context in which it is employed in a new way which the listed senses do not cover
4

and which consequently is indicative of a new sense”.
The next step was, for each verb, to examine the dictionaries in order to

ascertain its distinct senses. We then analyzed the Spanish corpus of Davies [3]
to match each occurrence of the verb with the different senses of the term de-
scribed in both dictionaries. Different contexts and participants were considered
to match the distinct senses of a given verb in the dictionaries when the use of

the examples in the corpus assumes such situations.
In our proposal, different senses that a term can have are not arranged in the

traditional way of listing the various senses as sensej ..., S€Nsen; We rather seek
an arrangement in accordance with what each different semantic argument or
semantic actant denotes. In other words, what type of argument a verb can com-
bine with and what each argument makes reference to are of great importance
for compositional interpretation, on the one hand, and for the understanding
of co-occurrence phenomena, on the other. In addition, the contribution of the
arguments of a verb to its meaning and interpretation is regarded as another
important characteristic which distinguishes this proposal.

The steps we have sketched for the procedure of constructing an entry in the
ECD, apart from enriching our conception of the content and description of the
ECD, permit us to have a better idea of the complexity of this task. It requires
the use of linguistic resources (for example, machine readable dictionaries), the
tools of NLP must be well-used [2][5][6], and a team of various specialists is
needed. The procedures implicit in the construction of an ECD are variegated

We used three differe
zone, as well as the ex

4 Note that not all new collocations imply new senses: in about 1950 we would have
found the collocation prend{/encendt/conecté el radio/la televisién but hardly the
first element with la computadora, since the latter was not yet in widespread use; by
1995, all these collocations would have been found in large numbers.
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and complex; just to mention a few, we need to make use of parsing, semantic

tagging, word sense disambiguation, the identification of collocations and their
collocates, and sense clustering.

5 Example Entry

In this work, it was decided to take a specific domain to demonstrate the dic-

tionary entries: verbs of creation. These fall into the more general category of
verbs which denote actions and events.

As a rule, both of the dictionaries we used coincided in the number and the
description of the different senses of a term; nevertheless, the Larousse dictionary
[8] is characterized by its richer lexical semantic descriptions, since it considers
a greater number of different contexts for some terms.

The systematic lexicographic description of each verb was organized in the
following way. On the one hand, the component of the explanation in which
what each verb denotes is established and described, along with the presuppo-
sitions and assertions which can accompany certain explanations, and likewise
the evaluative frame (evaluation) for each verb. On the other hand, we have the
component of the meaning of a verb, in which the different senses which a verb
may have are explained, placing these different senses in three separate defin-
ition zones: a) their purely semantic distinctions, b) their connotations and c)
their logical emphasis. In Figure 1° appear each one of the components which
are found, for the verb construir. Here we must remark that not all the defin-
ition zones will always occur for every verb, for example, edificar would have
the connotation zone filled, while for the verb construir is not present. The two
components, together with their respective frames and zones, are an attempt to
achieve a perspicuous description of the semantic and conceptual organization
of Spanish verbs.

Figure 1 shows an example (in part) of what the previous descriptions of our
approach lead to.

6 Conclusions

We hope to have presented a cogent case for the usefulness and theoretical de-
sirability of an Explanatory Combinatorial Dictionary for Spanish, as well as an
actual partial entry in this dictionary for a member of a certain class of verbs
(verbs of creation) in Spanish.

In the example entry, we experimented with a part of the process required for
producing entries in the Explicative Combinatory Dictionary of Spanish verbs.
Some important points are: (1) the conception of the situation (that is, the
participants, their characteristics and the relationships between them) may in-
clude details about the role which the observer plays and (2) distinct senses
emerge, depending on the combinations of the verbs with their possible argu-
ments within a particular context. With respect to the computational assistance

® GL stands for Generative Lexicon [13].
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Fig. 1. Combined CED and GL.

v. tr. Del lat{n construire.
Acomplishment event

El < Process

E2 < State

e Presupposes the termination of something.

e Presupposes a plan.

e Presupposes grouping the parts to form a whole.

(+) desirable, (+) Aesthetics (pretty) (+4) Ethics (well done)

Construir. (Construct)

Ezplanation
Evento substructure:

Presupositions y assertions:

Evaluation:
Meaning
Construir. Hacer una cosa material o inmaterial ordenando y juntando sus partes de
acuerdo a un plan.
Object
de construir puede combinar con objetos fisicos. Los sujetos

El objeto sintdctico
por su parte refieren a seres animados y abstracciones de organizaciones sociales

(compaﬁlas, instituciones). El verbo refiere la existencia de un bien material.

- Juan construyé la casa.
_ La compaiifa construyé el puente después de la guerra.

Content
El objeto de construir también denota objetos abstractos. Aquf los sujetos
refieren a seres humanos primordialmente. El verbo denota el orden y relaciones del objeto.

- Juan construyé una teorfa.
. Construyeron su idea a partir de una fotografia.

Pseudo-passive with se®
En la cadena comunicativa el verbo construir hace referencia a la importancia,
relevancia o interés que el objeto tiene sobre el sujeto lo que provoca que aparezca como

sujeto gramatical, el sujeto seméntico (‘subyacente’) queda sin especificar. Los sujetos
gramaticales son bienes materiales o pueden ser abstracciones.
- El edificio se construyé en 1991.

Instrument
El verbo construir puede expresar también el instrumento con el cual se lleva a
cabo la construccién de la obra como el sujeto gramatical. En este caso los argumentos

que interactia seiialan herramientas tales como maquinaria y distintos

con los
dispositivos tecnolégicos.

- La méquina construyé la carretera.
Definition zones of the verb construir.

[ Construir [Construct) 7
FEl= process
E2= state
EVENTRSTR = REST= «
L HEAD= e;
[ ARG1= 1 [animate/inanimate—individual ] r
FORMAL=physobj/absobj
X =1; who constructs?
% Juan ~ [% John ~]
entity
ARG2= 2 | CONST= 3
FORMAL= physobj/absobj
ARGSTR = |Y =2 what?
% ~ una silla~  [% ~ a chair~]
% ~ una teorfia ~ (% ~ a theory =
material
D-ARGH 3 | FORMAL= mass]
Z = 3; from what?
% =~ de madera [% =~ of wood]
| % = sobre el clima [% = about the climate] A
[ create-lcp
QUALIA — | FORMAL= exist(ez,2)
L | AGENTIVE= build-act(e;, 1,3) il
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for the development of this project, we think that, at this stage of the project,
the identification of verbal arguments, through the use of concordances, and
their semantic classification would be of great assistance to the lexicographer.
Compiling the dictionary following the methodology proposed, we observed
that apparently differences and similarities among verb senses do not depend
exclusively on prototypical aspects; rather an schemata seems to arise which de-
scribes what senses are shared or not by two verbs considered synonyms. That
is, two verbs may vary in accordance with their differences and similarities but
within a schema. Though at the moment this proposal of dictionary is oriented
for humans use, we think that the different zones can be codified in such a way
that an automatic system can easily manage them and exploit them in NLP
tasks. In addition, in future works the matrix for each verb description will
include transformations (transmutations) so that each definition zone (conse-
quently, meaning) is mapped onto its corresponding syntax representation.
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Abstract. This paper describes a language independent method for speaker
identification. This method is based on a novel characterization of the speech
signal that captures the dynamic information contained in the cepstral
coefficients. The proposed method was evaluated through several experiments
on a corpus of Mexican speakers. The achieved results demonstrated the
relevance of the signal characterization, reaching an identification accuracy as
high as 97% under a multi-class scheme.

1 Introduction

The speech signal works as a vehicle for several types of information. It mainly bears
a message through the language, but it also allows identifying the spoken language
and establishing the emotion, the gender, the age as well as the identity of speakers.

In the task of automatic speaker recognition focuses on determining the identity of
speakers through their voice. It involves two kinds of problems, namely, speaker
identification and speaker verification. Speaker identification, the subject of this
paper, determines which registered speaker provides a given utterance from amongst
a set of known speakers. On the other hand, speaker verification accepts or rejects the
identity claim of a speaker.

Speaker identification has been widely studied and it is currently performed at very
high accuracy rates [1]. However, the best achieved results correspond to methods
that are text dependent (users must read a predefined text) and language dependent
(they depend on the availability of a phonetic recognizer) [2, 3].

In order to diminish these limitations, this paper proposes a new statistic method
for speaker identification. This method is fext independent [4], and also language
independent. It directly works with the speech signal and avoids applying any process
for phonetic recognition. In particular, the proposed method takes advantage from the
dynamic information contained in the Mel Frequency Cepstral Coefficients to
enhance the characterization of the speech signal.

The rest of the paper is organized as follows. Section 2 describes the proposed

method. Section 3 presents the experimental results. Finally, section 4 depicts our
conclusions and future work.
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2 Proposed Method

The speaker identification task consists of two main phases: a training phase and a
test phase. In the training phase an identification model is built from the recordings of
every user. Subsequently, in the test phase, these models are used to determine the

corresponding speaker for an input recording.
The construction of the identification models involves two processes. On the one

hand, the characterization of the speech signals by the extraction of some descriptive
parameters. On the other hand, the application of a stochastic procedure —over the
extracted characterizations— in order to capture the distinctive regularities for each
speaker. Traditionally, a cepstral analysis has been used for characterizing the signals,

and Gaussian Mixture Models for inducing the identification models [4].

The contribution of the proposed method is on the application of a different
speech characterization. It uses the cepstral coefficients to compute a new set of
features that capture the time variations of the signals. These new features resume the
dynamic behavior of the signals and thus enhance the construction of the speaker’s
models. In addition, our method accomplishes the statistical modeling by using some
automatic classification algorithms, in particular, Naive Bayes and Support Vector

Machines.
The following sections describe in detail the proposed approach.

2.1 Signal Characterization

In order to construct the speech characterization the signal is represented by fixed-size
segments and each segment is characterized using the Mel Frequency Cepstral
Coefficients (MFCC). Basically, we consider non-overlapping segments of 30ms and
calculate 16 coefficients per segment. We propose using 16 coefficients, instead of
the twelve traditionally used for speech recognition, because we want to exploit all
possible useful information to distinguish a speaker. Specially, the last coefficients
contain information about the high frequencies that allow capturing the tone of
speakers.

Using the cepstral coefficients our method constructs a more concise representation
that expresses the speech information by a set of more general and time independent
features. In particular, we also characterize the signals by their coefficient’s
variations. That is, we calculate the change of the coefficient’s values between two
contiguous signal segments. In order to enrich the acoustic characterization, we also
compute the averages of the coefficient’s variations as well as their maximum and
minimum values. Several experiments were performed with the 16 MFCC and with
the 64 different features to represent each signal sample.

Table 1 describes all the 64 statiscally-based features related to each one of the 16
Mel Frequency Cepstral Coefficients. In this table, Ci denotes the coefficient i from
segment k, N indicates the number of considered segments, and A represents the

coefficient variation between contiguous segments.
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Table 1. Set of proposed features

Description Compute Num. of
Features
Maximum value of N
= - 16
the coefficient’s changes Ac, Tt (c,, ‘(*"))
Minimum value of < N
= - 6
the coefTicient’s changes bc, Mifkm (c" c‘(‘")) !
Average value of N
i . 6
the coefficient’s changes Be, = 55 Z.z € = Cifk-1) !
Variance of N 2
=1 -
the coefficient’s changes Agc = N1 Lsk=2 (clk Zc,) 16

2.2 Statistical Modeling

Once the set of features for every sample of every speaker are computed, we apply a
machine learning algorithm to build the identification models, As we mentioned

before, we employ two different algorithms: Naive Bayes and Support Vector
Machines. We briefly describe both algorithms.

Naive Bayes. This probabilistic classifier is based on the assumption that the
features are conditionally independent of each other given the target values (classes)
[5]. It can be applied to learning tasks where each instance is described by a
conjunction of feature values ay, a,,..., a, and the target function f can take any value
from some finite set V. That is, given the instance x, the Naive Bayes classifier
assigns it the most probable target value in accordance with the following expression:

f(x)=argmax P(v)[ [ P(a, | v,)

v jel’

Where P(v;) represents the probability that the class v has the j-tk value and

P(a;,v;) is the conditionally probability that the feature a takes the i-th value given
that the class v has the j-h value.

Therefore, the construction of a Naive Bayes classifier basically involves the
estimation of the probabilities P(v,) and P(a,|v)) from the training data. These

estimations are then used to classify new instances using f{x).

Support Vector Machines (SVM). This learning algorithm is specially suited to
work with very high dimensional data sets. It uses geometric properties in such a way
that it is capable to compute the hyperplane that best separates the training set [6]. In
the case where the input space is not lineally separable, it projects the original training
space to a higher dimensional feature space using a kernel in order to find an optimal

hyperplane. The works by Vapnik [7] and Scholkopf and Smola [8] describe in detail
the SVM algorithm.
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4 Experiments and Results

In order to prove the proposed method we use a set of the recording samples from the
DIMEx100 corpus [9]. This oral corpus for Mexican Spanish contains high quality
(44 KHz) recordings from 100 different persons. For each person it includes 50

different phrases of 3.5 seconds long. In total, the corpus is about 291 seconds.
In particular, for the experimental evaluation, we randomly selected 50 persons and

constructed speech samples of 3 seconds. In addition, as previously mentioned in

section 3, we represented the signals by fixed-size segments of 30ms and

characterized each segment using the Mel Frequency Cepstral Coefficients (MFCC).
In order to determine the relevance of the proposed method we performed the

following experiments:
Experiment 16MFCC+3. In this case each recording sample was represented by

the 16 MFCC coefficients for each segment and three additional features that captures
the dynamic behavior of the signal: the minimum, the maximum and the average
values for each coefficient.

Experiment 16MFCC+4. This experiment considered the same representation that
in the previous case. It only included one additional “dynamic” feature: the variance
value of each coefficient.

Experiment 4/16. In this experiment the recording samples were exclusively
represented by the set of features expressing the dynamic information of the 16
coefficients, that is, they were represented by the minimum, maximum, average and
variance values of each coefficient.

Experiment 4/12. For this final experiment we also only used the features that
express the dynamic information, but we only considered 12 MFCC coefficients.

Table 2 shows the obtained results for the four experimental configurations. In all
cases we used: (i) Naive Bayes and Support Vector Machines, (ii) the Information
Gain technique for dimensionality reduction (preserving those features having an
information gain greater than zero), and (iii) the 10-fold-cross-validation technique

for evaluation.

Table 2. Identification accuracies

Experiment _ Naive Bayes SVM

16MFCC+3 85.59% 85.94%
16MFCC+4 90.47% 89.55%
4/16 94.56% 97.56%
4/12 89.59% 94.28%

From table 2 we can derive the following conclusions. First, the dynamic
information contained in the Mel Frequency Cepstral Coefficients is very useful for
speaker identification. In particular we can observe that using only this information it
was possible to achieve an accuracy of 97.56%. Second, using 16 coefficients
produced better results than only considering the traditional twelve. This fact
indicates that the highest coefficients (the highest frequencies) are relevant for
distinguishing among different speakers. Finally, given that both learning algorithms
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produced similar results, we presume that the proposed signal characterization is
pertinent for the task. In other words, the achieved results were not a direct
consequence of the applied classifier.

5 Conclusions and Future Work

This paper described a new method for speaker identification. This method has two
main characteristics. On the one hand, it is text independent since it does not force
users to read a predefined text. On the other hand, the method is language
independent because it directly works over the speech signal and does not depend on
any phonetic segmentation process.

The proposed method is mainly based on a new, simple and compact, signal
characterization. This characterization is obtained from the Mel Frequency Cepstral
Coefficients of the speech signals and only considers 64 features that resume the
dynamic behavior of the signals. With this new signal characterization we are able to
improve the construction of the speaker’s models. Particularly, the presented results
indicated an identification accuracy as high as 97%.

Finally, it is important to mention that our results are still preliminary and therefore
more experiments are necessary to conclude about the real pertinence of the approach.
In order to satisfy this condition we plan to participate in some recognized evaluation

forums. Specifically we plan to evaluate our method in the speaker identification task
of the NIST forum [10].
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Abstract. Scaffolding is proposed as a tutoring approach for Intelligent Virtual
Environments for Training. We have used the Activity Theory as a framework
to define activities and related tasks to be executed as part of a plan, as

proposed in a Team Training Strategy designed by the authors. The strategy is

briefly described, and a scaffolding approach is proposed for the Pedagogical
Virtual Agent that will integrate the team in the execution stage.

1 Introduction

In the scope of the teamwork, there is a growing understanding of the principles
behind effective team training [1]: empirical studies are beginning to tease out the
skills that make teams effective (e.g. task skills vs. team skills), the best type of
feedback (e.g. outcome vs. process), the best source of feedback (e.g. instructor vs.
team mate), the best goal structure (e.g. individual activities vs. group activities). On
the other hand, the interaction achieved through software tools has been researched
from different perspectives, such as: the learning promoted through human groups
attempting to learn something together [2], the activity generated in the shared
working space [3], the dialog type shared using intelligent environments [4], and
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others. For Barros in [5], technology is interesting as far as it has potential to create,
to favor, or to enrich interpersonal contexts of learning.

A Collaborative Virtual Environment (CVE) is a computer-based, distributed,
virtual space or set of places; in a CVE people can meet and interact with others, with
agents or with virtual objects [6]. CVEs —specially, Intelligent Virtual Environments
for Training (IVETs)— can be used to train one or more students in the execution of
a certain task, particularly in situations in which training in the real environments is
either impossible or undesirable because it is costly or dangerous. The intelligence in
the IVETSs usually falls on a component named Pedagogical Virtual Agent (PVA) [7].

In the Decoroso Crespo Laboratory, in line with own interest on computer science
ation and training, we have proposed a Team Training Strategy (TTS)
—briefly described in section 2— which promotes collaborative learning skills as
well as knowledge and skills in a procedurally oriented domain. The learning goals
are organized in tasks, using the Activity Theory (AT) —briefly introduced in section
3— as a framework. The TTS will be conducted with the assistance of an IVET in
each one of the stages. Regarding the team training principles above mentioned, in
this approach: the type of feedback is centered in the process; tht-: team mate (PVA) is
in charge of the task skills tutoring; and we use group activities —cooperative
activities— for organizing the goal structure

In this paper, we will focus on the third stage of the TTS. The section 4 describes
the activities and the IVET proposed for assisting the team during the execution
stage. In the section 5, the tutoring approach proposed for the PVA is described in
detail. Finally, the conclusions and ongoing work of this proposal are presented in the

]ast section.

applied to educ

2 The Team Training Strategy

The strategy consists of five interrelated stages in which the human team to be trained
follows an iterative process of self-assessment about the execution of a plan to

perform a proposed task (see fig. 1).

Integration
Planning il |
Execution Improvement

+ T
Evaluation

Fig. 1. The Team Training Strategy (TTS)
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The Integration stage has the purpose of integrating the human team (using a
CVE), as well as providing the apprentices (assisted by a Human Tutor) with a first
mental schema of the plan to be executed for a predefined task. In the following stage
(Planning) the team members, in a collaborative virtual meeting, co-construct an
execution plan for the task (using a planning tool). In the third stage (Execution), the
team uses an IVET to execute the planned activities according to their assigned roles;
in this environment a PVA plays a team leader role to assist the trainees. In the fourth
stage (Evaluation), the team members will have to evaluate their previous execution
and must identify both individual and group errors with the purpose of avoiding them
in a future execution stage. Finally, in the last stage (/mprovement) the team
members, in a virtual meeting, co-construct a new plan for the task using as a baseline
the experience acquired during the iterative execution and evaluation of the initial
plan.

The level of members interaction is expected to keep on growing while the team
makes progress through the strategy stages (see fig. 2) and the iterative process
followed by the team will trigger mechanisms that will generate a shared mental

model between its members, enhancing the collaborative learning and allowing a
better group performance during teamwork.

Interaction
7 — 7 7 7

Communication Coordination Cooperation Collaboration

(-) (+)

Fig. 2. Degree of Interaction

The potential domains for the application of the TTS are the control and
maintenance of industrial or nuclear plants, operation and maintenance of industrial
equipment, coordinated manipulation of vehicles and, especially, human rescue teams
for disaster situations. The strategy orients the trainee to acquire simultaneosly:
knowledge, skills, and attitudes, in the three domains of learning promoted by training
(cognitive, psychomotor, and relational/social).

3 Activity Theory

Jonassen & Rohrer-Murphy, in [8], consider that the AT has its roots in the classical
German philosophy of Kant and Hegel, which emphasized both the historical
development of ideas and the active and constructive role of humans.

AT states that all human activities are mediated by culturally created signs or tools;
through external interactions with these signs the inner mental state of the person is
transformed, the knowledge is interiorized [9]. Kuutti in [10] explains that the activity
is the basic unit of the model proposed by Leont'ev, he presents a hierarchy of three

levels in which the activity is at the upper level, the actions at the middle level, and
the operations at the lower level.
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Initially, the development of the AT tried to explain individual activities, however,
most of the human activities are collective. Thus, Engestrom [11] extends the model
to consider collective activities; according to this new model, an activity is
decomposed into one or more tasks (actions), has an objective, and is developed by a
subject (individual or group) using a tool (physical or abstract tool) according to the
rules of the community in which the activity is performed.

AT provides a powerful framework for studying and understanding human
activities. In a CVE for training, AT can be used to think of how to support the
training activities being transformed into automated operations, and to think of how
the work objective is divided among the different learners and how to best support the
associated actions. We propose in this paper an “activity set” to define the different
activities available in the CVE for the trainee; each element belonging to the activity
set allows the access 1o a related “action set”, which has all the actions regarding to

an activity, each one properly represented by a Learning Object.

4 The IVET for the Execution Stage in the TTS

At the Execution stage, the group members should achieve the previously described
goal, executing the planned activities according to their assigned roles. To perform
the task, the team will use an IVET which recreates a scenario in which the
apprentices must carry out sequential or concurrent activities, according to the
established plan.

In order to assist the team during this stage, we propose to include a PVA playing
the role of team leader. It may communicate with the apprentices or make them
suggestions during the execution of their activities, if necessary. The PVA will offer
its help to the team, giving preference to critical activities for the task success. Fig. 3
shows a team member’s view in an IVET prototype during a training session.

Fig. 3. A trainee view in an IVET prototype
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Our development is based on MAEVIF [12], a Software Architecture aimed to
develop IVETs. This architecture has been devised to be open and flexible, and
basically it’s composed by two subsystems: one dealing with the graphical
visualization of the virtual environments and the interaction with the learners; and the
other being a multi-agent system designed to provide “intelligence” to the tutoring
system. For the development of the specific IVET proposed for the execution phase,
the MAEVIF architecture is being adjusted extending the multi-agent system with a

mechanism to model the group (Group Modeling Agent), inexistent in the original
structure of MAEVIF.

Furthermore, the incorporation of a PVA as a team member requires to model it
appropriately in order to provide it with behaviors similar to the ones expected in a
human partner or in a human tutor. With this aim we have chosen to design and build
our PVA according to a multilayered agent architecture named COGNITIVA [13],
which allows the PVA to produce and manage reactive, deliberative and social
behaviors influenced by personal characteristics and emotions.

5 The Scaffolding Approach for PVAs in IVETSs

A scaffold is a temporary structure that physically supports workers while they
complete jobs that would otherwise be impossible; when the work has finished, the
scaffold is removed. The instructional scaffolding metaphor is used to describe a
teaching strategy and some kinds of supports offered to the trainees in their
interaction with teachers, tutors and partners when they are in a learning activity,
focusing on the effective intervention of an “advanced partner”.

According to Vygotsky [14], the zone in which the student can solve problems
with external help (because s/he is ready to capture new contents) is called Zone of
Proximal Development (ZPD), and is formally defined like the distance between the
actual development level (determined by the student grade of independent problem
solving) and the possible development level (determined by the student grade of
problem solving with advanced help).

The scaffolding metaphor is attractive for IVETs because it focuses the attention at
the trainer role in the apprenticeship process, and makes emphasis in each treinee
individually. Scaffolding can be applied as a tutoring approach for PVAs in IVETs
according to the steps described in the following subsections.

5.1 Activity Selection

In order to apply scaffolding successfully in the IVET it is necessary to classify the
activities and actions. Firstly, we can consider the activity set which contains the
different activities available in the IVET for the trainees (1); secondly, each element
belonging to the activity set allows access to a related “action set”, containing all the
actions possibly related to an activity, each one properly represented by a Reusable
Learning Object (RLO) (2).
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Activity set = {Act,, Acty,..., Act,}, wheren >0 1)
Action set;={RLO;,, RLO;,.. .RLOij}, (2)

where i, j >0 and “i” refers to the activity “i”

The trainee’s activity set will contain a limited number of activities according to
what the trainee is expected to do in his/her role. We will use the syntax proposed in
the Design by Contract Method [15], sketched as follows:

rlo <URI>

require
precondition 1

ensure '
postcondition 1

5.2 Construction of the SKM and ZPD

When the trainee starts his/her training activity the PVA will have to define correctly
the Zone of Proximal Development (ZPD) and the Student Knowledge Model (SKM)
associated to him/her. We define a RLO repository in the system which can be
accessed by the PVA. All RLOs are accessible to the PVA by their associated
metadata. The best procedure to solve a problem, the SKM and the ZPD will be
constructed using these associated RLO metadata. The PVA uses the repository to
build the trainee’s SKM and to suggest activities to him. The SKM is defined as a set
of components, where each component makes reference to a RLO completed by the

trainee (3).

SKM = {RLOI",RLo: es RLO® } where 1> 0 (3)

The PVA constructs the trainee’s ZPD based on the SKM; the process starts by
looking in the RLO repository for the RLOs that can be satisfied in all (or almost all)
of their preconditions with the post-conditions of the RLOs that belong to the SKM.
Then we can construct the trainee’s ZPD as a RLO set, where each element will
reference a specific RLO the trainee is ready to learn with partner’s help (4). Finally,
the PVA is able to know what the trainee is ready to learn chooses the proper
activities, and suggest the trainee to practice those which he/she needs to reinforce.

ZDP = {RLO,D ,RLO} ,...,RLO} }, where p 20 4)
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5.3 Action Demonstration

Once one activity has been sclected, the PVA can execute a complete action
demonstration, giving explanations and repeating it any times the trainee needs. The
PVA shows the trainee how to perform the activity in a step-by-step way, using
available resources like the verbalization of the problem solving plan. On the other
hand, the scaffolding proposed fully solves the problem just at the beginning of the

training, and then offers partial solutions to the problem or gives cues when the
trainee needs it.

A way to implement this approach in an IVET is allowing the full activity

demonstration at the beginning, but limiting afterwards the demonstration to the
action currently performed.

5.4 SKkill Imitation and Action Assessment

This step provides the training experience to the trainee; here s/he has the opportunity
to execute the actions by him/herself. All the time the trainee is executing the activity,
the PVA is assessing his/her performance, ready to give scaffoldings if these are
needed (repeated failures, too long time without actions, etc.). The amount and types
of scaffoldings offered could change depending on the trainee’s performance; for
example, the PVA can: provide advices, explanations or suggestions inviting him/her
to do something; give her/him cues or ideas, etc. The PVA can remove the
scaffoldings allowing the trainee to perform the action by him/herself, whenever it
considers it appropriate.

An activity is finished when the trainee can execute it correctly without any help;

this can occur at any moment during the training and the IVE gives each trainee the
possibility to train any times s/he needs.

5.5 Trainee ZDP and SKM Updating

The PVA must apply a continuous assessment over the learner’s actions and it’s in
charge of updating continuously the ZPD and SKM of the trainee with their successes
or failures. Using these previously defined structures, the PVA can check which
actions the trainee could execute (or complete) comparing the RLOs belonging to the
ZPD to the RLOs associated with each defined action. In the same way, comparing
the SKM to each action set, the PVA is able to know which actions have been learnt
and determine which activities are complete, which ones are incomplete, and which
ones have not been trained at all. To suggest an action to execute, the PVA will prefer
the ones related to the activity in course; anyway, if the trainee decides to change the
activity or the action, the PVA has the mechanism to offer adequate alternatives.
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5.6 End of the Training

The trainee will be invited to review a summary about his/her work session when s/he
decides to end the training (s/he can review previous sessions if s/he wants to).
Presenting the trainee an overview about their training performance is a powerful way
to meet the goal of having the trainee in charge of their own progress; in this way s/he
can engage her/himself in an active training perspective, processing the information
in a deeper level of understanding and being able to recognise what s/he does not

know yet.

5.7 Applying the Model

Virtual Reality Technology is especially valuable in domains where real life training
is impossible, very expensive or where students can experience some risky situations
[16], such a maintenance or control of Nuclear Power Plants (NPP). Méndez et al.
have described in [17] two applications for training in NPPs, MAEVIF and PRVIR,
which help the trainee to learn how to perform physical, procedural task, such as the
procedure for entrance in a radioactivity controlled area.

Even if the trainee has freedom to walk around the environment and select the ac-
tivity and the actions to do, each action has a very well defined number of steps to be
followed, with a clear sequence of RLOs. Let’s consider, for example, some activi-
ties, actions and roles defined in a NPP which allow us to illustrate the proposed

structures:

NPP Activities:
(access_NPP, access_radioactivity_area, operate_machinel, ...... )

Related Actions:

Access_NPP_Actions=(identification_process, access_individual_box,
put_on_working_suit, put_on_security_shoes)

Access_radioactivity_area_Actions = (put_on_security_gloves,

put_on_security_mask, hold_tool)

Related Roles:
Role<leamer-operator>

Require
Lm.type=operator
Ensure
Lm.knows(Access_NPP)

Lm . knows(access_radioactivity_area)
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Lm.knows(operate_machinel)

Role<learner-maintenance>

Require
Lm.type=maintenance
Lm.knows(Access_NPP)
Lm.knows(access_radioactivity_area)

Lrm.knows(operate_machinel)

Ensure
Lm.knows(machine_maintenance)

Role<leamer-supervisor>

Require
Lm.type=supervisor
Lm.knows=machine_maintence

Ensure

Lm.knows=performance_supervision

Each action set is composed of several actions that the trainee has to perform to
meet the activity goal. Each action in the IVET is described by one RLO, which
describes the sequence and the tools used to correctly execute the action in the plant.
The RLOs are stored in a repository; each RLO can be accessed through the contract
associated metadata. Not forgetting that there are pre-requisites and post-conditions
for each RLO, the Access_radioactivity_area_Actions have as pre-requisite the well-
executed Access_NPP_Actions; in the same way, having correctly executed the
Access_NPP_Actions gives the trainee the faculty of walking around the power plant
installations.

As the trainee is working in the IVET, the PVA is conveying his successes and
failures to the related agents, in order to update the individual associated Binnacle,
SKM_set and ZPD_set. According to the previous example, let suppose the following
trainee performance, recorded in its associated binnacle (see table 1).

As a consequence of the trainee’s performance, some actualization of SKM_set
and ZPD_set is done:

SKM_set = (Access_NPP)
ZPD_set = (Access_radioactivity_area, ...)

All over the trainee’s learning activities, the PVA is tutoring the learner according
to both the current strategy step and the trainee’s performance and experience. These
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are important factors to determine the kind of responses the PVA will offer (quantita-
tive and qualitatively).

Table 1. The Trainee binnacle.

Trainec_ID Date RLOi-executed Start-time End-time Success
xx1 2005-10-10 identification_process 14:45 15:05 True
xx1 2005-10-10 access_individual_box 15:20 15:35 False
xx1 2005-10-10 access_individual_box 15:35 15:45 True
xx1 2005-10-10 wear_working_suit 15:50 16:05 True
xx1 2005-10-10 wear_security_shoes 16:10 16:35 True

6 Conclusions and Ongoing work

In this paper, Scaffolding as a Tutoring Approach for a PVA has been proposed in a
TTS. The TTS has been designed taking as a framework the AT and considering
instructional design aspects. Using the AT too, we have also proposed some useful
structures, like the Student Knowledge Model, the Zone of Proximal Development
and the activities and actions sets. Then, we have showed the advantages of using
these structures in an IVE to formulate a Scaffolding Tutoring proposal for a PVA.
The PVA have characteristics that allow increasing the computer’s ability to engage
and motivate trainees along their training process [18].

Once we have formulated and designed these structures, our current work is
focused on the implementation of the CVE for Training (CVET) based on the TTS
and its rclated Scaffolding Tutoring Approach, in order to check the
viability/effectiveness of our proposal. As a first step of this development, we have
already designed a software architecture for IVEs allowing the execution of the
training practice using a virtual 3D environment. This virtual 3D environment will
allow to carrying new experimentation with the TTS considering the lessons learnt in
[19], and the proposed tutoring approach.
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Abstract. Starting from the metaphor of computation as interaction,
we introduce a multi-agent system framework based on a non-classical
formal language model and inspired in one of the most common forms
of interaction: dialogue.

1 Introduction

According to [5], computing has enjoyed several different metaphors for the no-
tion of computation. Until the mid-1960s, most people thought of computation as
calculation, or operations undertaken on numbers. From the 1960s, computation
was re-conceptualised more generally as information processing, or operations
on text, audio or video data. With the growth of the Internet over the last
fifteen years, a new metaphor for computation has appeared: computation as
interaction.

In order to exploit this new metaphor of computing, many people deal with
agent technologies. Agent-based systems are one of the most important areas
of research and development that have emerged in information technology in
the 1990s. Roughly speaking, an agent is a computer system that is capable of
flexible autonomous action in dynamic, unpredictable, multi-agent domains.

The concept of agent can be found in a range of disciplines as, for example,
computer networks, software engineering, artificial intelligence, human-computer
interaction, distributed and concurrent systems, mobile systems, telematics, in-
formation retrieval, etc. In general, multi-agent systems offer strong models for
representing complex and dynamic real-world environment.

According to (5], agent technologies can be grouped into three categories,
according to the scale at which they apply:

1. Organization-Level: technologies and techniques related to agent societies as
a whole. Here, issues of organizational structure, trust, norms and obligations
and self-organization in open agent societies are paramount.

2. Interaction-Level: technologies and techniques that concern the communica-
tions between agents —for example, technologies related to communication
languages, interaction protocols and resource allocation mechanisms.
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3. Agent-Level: technologies and techniques concerned only with individual
agents —for example, procedures for agent reasoning and learning.

In this paper we introduce a multi-agent system model based on grammar
systems that can be placed at the interaction-level. In general, problems solved
by technologies on this level have been studied in other disciplines such as eco-
nomics, political science, philosophy and linguistics. In fact, the framework we
present in this paper has been inspired on linguistics, specifically on the func-
tioning of natural language dialogue. Natural Language can be seen not just a
system of communication but also as a coordination system. The capacity of
natural language to play these two roles has been used in order to develop an in-
teractive model that integrate coordination and communication in a multi-agent

system.
Throughout the paper, we assume that the reader is familiar with the basics
and [7].

of formal language theory, for more information see (8]

92 Conversational Grammar Systems

Grammar systems theory is a consolidated and active branch in the field of
formal languages [1] that provides syntactic models for describing multi-agent
systems at the symbolic level, using tools from formal grammars and languages.
The attempt of the ‘parents’ of the theory was, as themselves state in [1], ‘%o
demonstrate a particular possibility of studying complex systems in a purely syn-
tactic level’ or, what is the same, to propose a grammatical framework for multi-
ar systems theory has been widely investigated and nowa-
days constitutes a well-developed formal theory that presents several advantages
with respect to classical models. However, being a branch of formal languages,
researchers in the field of grammar systems have concentrated mainly on theoret-
ical aspects. Roughly speaking, a grammar system is a set of grammars working
together, according to a specified protocol, to generate a language. Notice that
while in classical formal language theory one grammar (or automata) works in-
dividually to generate (or recognize) one language; here, instead, we have several
grammars working together in order to produce one language.

While grammar systems are related to Al, a subfield of the theory, —the so-
called eco-grammar systems— is closely related to Artificial Life. Eco-grammar
systems provide a syntactical framework for eco-systems, this is, for communities
of evolving agents and their interrelated environment. Briefly, an eco-grammar
system is defined as a multi-agent system where different components, apart
from interacting among themselves, interact with a special component called
‘environment’ [6].

Here we introduce a new model: Conversational Grammar Systems (CGS).
CGS are multi-agent systems based on grammar systems, specifically in the
so-called eco-grammar systems. Conversational grammar system offer a frame-
work with a high degree of flexibility, what means that they are able to accept
new concepts and modify rules, protocols and settings during the computation.

agent systems. Gramm
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Evolution and action are involved in a consistent way in environment/contexts,
while interaction of agents with the medium is constant. Moreover, conversa-
tional grammar systems present the following advantages to exploit the idea of
computation as interaction:

— generation process is highly modularised by a distributed system of con-
tributing agents;

— it is conteztualized, linguistic agents re-define their capabilities according to
context conditions given by mappings;

— and emergent, it emerges from current competence of the collection of active
agents.

In what follows we introduce the formal definition of our model.

3 Elementary Components

In conversational grammar systems we distinguish two types of components:
agents and environment. These elementary components are defined in the fol-
lowing way:

Definition 1 A Conversational Grammar System ( CGS) of degreen, n > 2, is
an (n + 1)-tuple:

T = (B, Ay, ..., Ap),

where:

— E = (Vg, Pg),
e Vg is an alphabet;
e Pg is a finite set of rewriting rules over Vg.
— Ai= Vi, B, Ry, 05, %5, i, i), 1 <3 < m,
e V; is an alphabet;
P; is a finite set of rewriting rules over V;
R; is a finite set of rewriting rules over Vg;
@i: Vg — 25,
Yi: Vi x VH - 2R,
m; 18 the start condition;
p; 1s the stop condition;
m; and p; are predicates on V. We can define the following special types
of predicates. We say that predicate o on V3 is of:
* Type (a) iff o(w) = true for all w € Vg
* Type (rc) iff there are two subsets R and Q of Vg and o(w) = true
iff w contains all letters of R and w contains no letter of Q;
* Type (K) iff there are two words = and =’ over Vg and o(w) = true
iff z is a subword of w and z' is not a subword of w;
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*x Type (K') iff there are two finite subsets R and Q of Vg and o(w) =
true iff all words of R are subwords of w and no word of Q 8 a
subword of w;

* Type (C) iff there is a regular set R over Vg and o(w) = true iff
w € R.

The items of the above definition have been interpreted as follows: a) E repre-
sents the environment described at any moment of time by a string wg, over
alphabet Vg, called the state of the environment. The state of the environment
is changed both by its own evolution rules Pg and by the actions of the agents of
the system, A;, 1 <i < n.b) A;, 1 £ i < n, represents an agent. It is identified
at any moment by a string of symbols w;, over alphabet V;, which represents
its current state. This state can be changed by applying evolution rules from
P;, which are selected according to mapping ¢; and depend on the state of the
environment. A; can modify the state of the environment by applying some of
its action rules from R;, which are selected by mapping 7; and depend both
on the state of the environment and on the state of the agent itself. Start/Stop
conditions of A; are determined by 7; and p;, respectively. A; starts/stops its ac-
tions if context matches 7; and p;. Start/stop conditions of A; can be of different
types: (a) states that an agent can start/stop at any moment. (rc) means that
it can start/stop only if some letters are present/absent in the current sentential
form. And (K), (K’) and (C) denote such cases where global context conditions
have to be satisfied by the current sentential form.

4 Elementary Configurations

In CGS, we define an elementary configuration as a state in which the system
can be at a given time.

Definition 2 A state of a CGS £ = (E, A1,.--,Apn), n 2> 2, is ann+ 1-tuple:

o= (wg;wi,---,Wn),

where wg € V3 is the state of the environment, and w; € V*, 1<i<n, is the
state of agent A;.

5 Behavior of Agents

The behavior of agents in CGS consists in the application of action rules to the
state of the environment. We describe this behavior as a sequence of context-
change-actions allowed by the current environment and performed by two or
more agents. An action is defined as the application of a rule on the environ-
mental string. This rule is applied to the state of the environment by an active
agent, and it is not any rule, but a rule selected by ¥;(wg, w;), that is, a rule
(an action) allowed by the current context and by the state of the agent itself.
We define an active agent in relation to the allowable actions it has at a given

moment. Formally:
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Definition 3 By an action of an active agent A; in state o = (wg; w1, ws, ..., Wn)
we mean a direct derivation step performed on the environmental state wg by
the current action rule set v;(wg,w;) of Ai.

Definition 4 An agent A; is said to be active in state o = (we;wy,wa, ..., w,)

if the set of its current action rules, that is, Y¥;(wg,w;), is a nonempty set.

6 Environmental Dynamics

Since interaction in CGS is understood in terms of contezt changes, we have
to define how the environment passes from one state to another as a result of
agents’ actions:

Definition 5 Let o = (wg;wy,...,w,) and o’ = (wgswi,...,w) be two states
of a CGS X' = (E, A,,...,A,). We say that o’ arises from o by a simultaneous
action of active agents A;,, ..., A;,, where {i1,...,4,} C {1,...,n}, i; # ix, for

J#k,1< 3,k <, onto the state of the environment wE, denoted by o = 5, o”,
iff:

— Wg = T1%2...%, and W = Y192 . . . Yr, Where z; directly derives Y; by using
current rule set Y;(wg,w;;) of agent Ai;, 1 < j <
— there is a derivation:

a * a * a * a *
wE_woéA‘l w1 =A‘2 'UJ2==>A‘3 ...'—_—>Air 'w,.='w§3

such that, for 1 < j <r, 7, (wj—1) = true and p; ,(wj) = true. And for
f €{t, < k,> k} the derivation is:

a f a f a f a f
WE =W ==y, w1 =>4, W2 ==y, .- =Py, Wy, = W

such that, for 1 < j <r, m;;(wj—1) = truel, and
—wi=w; 1<i<n.

However, in the course of the computation, agents’ states are also modified
and the environmental string is subject to changes due to reasons different from
agents’ actions. So, in order to complete our formalization, we add the following
definition:

Definition 6 Let o = (wg;wy,...,wy,) and o’ = (wi;w},...,w.) be two states
of a CGS X' = (E,Ay,...,A,). We say that o’ arises from o by an evolution
step, denoted by 0 ==y, o, iff the following conditions hold:

— wjp can be directly derived from wg by applying rewriting rule set Pg;

! In this latter case the stop condition p; (wj) = true is replaced by the stop condition
given the f-mode.
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— w! can be directly derived from w; by applying rewriting rule set wi(wE),
1<i<n.

In CGS, computation implies that both the state of the environment an(i_
state of agents change. Such changes take place thanks to two different tyPes o
processes: action steps and evolution steps. By means of the former, active a:gents
perform actions on the environmental string modifying its state; the latter imply
the reaction of context and agents which, according to the changes produc Y
agents’ actions, modify their states. So, action steps and evolution steps alternate

- - . 68
in the course of the computation. At the end, what we have is a sequence of 1slft?it>n

reachable from the initial state by performing, alternatively, action and evO
derivation steps:

Definition 7 Let ¥ = (E, Ay,...,A,) be a CGS and let oo be a state of ¥ nt
a state sequence (a derivation) starting from an initial state oo of X W€ mees
sequence of states {0;}52,, where:

- Oi '=a>2 Tit1, for i =23, j > 0; and
— 0; =5 Oiq1, fori=2j+1,7>0.

Definition 8 For a given CGS X and an initial state oo of X, we denoté the

set of state sequences of X' starting from og by Seq(X, o).

The set of environmental state sequences is:

Seqr(Z,00) = {{wr:i}2, | {0:}20 € Seq(Z,00),0: = (WEi; Wi, - - -, Wai)}-

The set of state sequences of the j-th agent is defined by:

Seq;(Z, 00) = {{w;i}2; | {0:}20 € Seq(Z),00),0i = (WEi; Wiis - - -y Wiy - - - , Wni)}-
Seq(X, o) describes the behavior of the system, this is, the possible state S€-

quences, directly following each other, starting from the initial state. Seqe(X,0 0)

and Seg;(X, 09) are the corresponding sets of sequences of the states of the en-
vironment and of the states of j-th agent, respectively.

Now, we associate certain languages with an initial configuration:
Definition 9 For a given CGS X and an initial state op of Z, the language of
the environment is:

Lg(XZ,00) = {wg € V5 | {0:}2, € Seq(Z, 00),0: = (wg; w1, .- .y Wn)}

and the language of j-th agent is:

L;i(Z,00) = {w; € V1 | {0:}32, € Seq(Z,00),0: = (WE; W1y -+, Wy -+ ,Wn)}-
forj=12,...,n.

Lp(X,00) and L;j(X, 00) correspond to those states of the environment _ax.ld
to those states of the j-th agent, respectively, that are reachable from the initial

configuration of the system.
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7 Interaction Protocol

Coordination is defined in many ways but in its simplest form it refers to ensuring
that the actions of independent actors (agents) in an environment are coherent
in some way. The challenge therefore is to identify mechanisms that allow agents
to coordinate their actions. Research to date has identified a huge range of dif-
ferent types of coordination and cooperation mechanisms, raging from emergent
cooperation, coordination protocols to distributed planning. In CGS, we define
different modes of derivation that can be seen as the interaction protocol of our
multi-agent system:

Definition 10 Let X' = (E, Ay, ..., A) be a CGS. And let wg = Z1Z3...T, and
wg = Y1Y2...Yr be two states of the environment. Let us consider that wy, directly
derives from wg by action of active agent A;, 1 < i < n, as shown in Definition
5. We write that:

a <k ; a <Kk
wg =>4, Wi iff wg =>4, wk, for some k' < k;
’

a 2k / . a sk ! ’

WE =>4, Wi iff wg =>4, wg, for some k' > k;
a * ' - a k ,

WE =>4, Wg ff Wg =>4, W, for some k;

a t . a, * g
wWg =>4, Wp ff wg =4, wl and there isno 2 £ y wz'thy:"}:h z.

In words, < k-derivation mode represents a time limitation where A; can per-
form at most k successive actions on the environmental string. > k-derivation
mode refers to the situation in which A; has to perform at least k actions when-
ever it participates in the derivation process. With *-mode, we refer to such
situations in which agent A; performs as many actions as it wants to. And fi-
nally, t-derivation mode represents such cases in which A; has to act on the
environmental string as long as it can.

One way of getting transitions with no gap and no overlap in CGS is to
endow agents with an internal control that contains start/stop conditions that
allow agents to recognize places where they can start their activity, as well as
places where they should stop their actions and give others the chance to act.
This is, start/stop conditions help agents to recognize transition relevance places,
i.e. places where speaker change occurs. Start/stop conditions have been formally
defined in Definition 1.

Figure 1 gives a graphic idea of the multi-agent system architecture we have
introduced.

8 Example

The following simple example illustrates how CGS work.
Example 1 Consider the following CGS: £ = (E, Ay, A3), where:
-E= (VEaP E)'.-
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Fig. 1. Conversational Grammar Systems.

o Vg = {a’x’y};
b PE={G_’b21b'—’a2’x—’may—>y}'

= Al = (Via PlsRl’ <P1,¢1,W1,P1) with:

o Vi={ch
e P,={c—c}; Ri={a—z}

e p1(w) =P, for everyw € Ve . .
o 1 (w;u) = Ry for w € {a,z,y}" and u =26 otherwise 1 (w;u) = 03

o m = true for all w € V§; py = true for allw € Vg.
— A = (Va, Ps, Ra, 92, Y2, T2, p2) with:

o V2 ={d};

o B,={d—d}; Ra={b—u}

o p2(w) = P, for every w € Vg; .

o Po(w;v) = Ry for w € {b,z,y}* and v = d, otherwise 2 (w;v) = 0;
o m = true for allw € Vg; p2 = true for all w € Vg.

Pg, P, and P, contain Tules of an OL system applied in a parallel way. Rules in

R, and Ry are pure contezt-free productions applied sequentially. Let us sz;ppose
that the system is working in the arbitrary mode *. And let us take og = .(a. ;¢ d)
as the initial state of . Then, a possible derivation in X is the following one:

e a e
(a®;c,d) =;§; (a®z;c,d) =% (biz; ¢, d) =#fge (yb®z;e,d) =%
a
(yabz;c,d) =% (ya’za’z; 6 d) =% ...

Notice, that we alternate action and evolution steps. At every action step one
of the agents rewrites one symbol of the environmental state, while in evolution
steps both environmental and agents’ states are rewritten according to OL rules.
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9 Final Remarks

Grammar Systems provide a well-defined theoretical formal model for multi-
agent systems with interesting and well-known formal results. Taking into ac-
count this formal language model and considering the functioning of interaction
in natural language we have defined a new model called conversational grammar
systems. The core ideas of the model we have introduced here are the following
ones:

— Multi-agent System. Conversational grammar systems can be seen as a multi-
agent system for computation. CGSs define systems of distributed compo-
nents in which components can be viewed as autonomous problem solvers
that must collaborate in order to perform complex tasks.

= Distribution. We have a multi-agent system of autonomous agents where the
functionality of an agent is viewed as an emergent property of its intensive
interaction with its dynamic environment. Each autonomous agent may ac-
complish its own task, or cooperate with other agents, to perform its own
individual task or a global social one.

— Dynamic, emergent. Conversational grammar systems offers a dynamic and
emergent model for interaction. Conversational grammar systems have been
defined as a set of agents developing their activity on a common shared
environment. And we have emphasized very much the fact that actions per-
formed by agents are determined both by the state of context and by the
state of the agent itself. We have not postulated any external control to fix
the sequence of actions to be performed during derivation process. Which
actions must be performed at any moment is a matter solved locally and
opportunistically, by taking into account which the state of context at that
precisely moment is.

We claim that CGS provides a powerful framework for formalizing any kind
of interaction, both among agents and among agents and the environment. A
topic where context and interaction among agents is essential is the field of
dialogue modelling and its applications to the design of effective and user-friendly
computer dialogue systems where we think our model can be directly applied.

Our model has been defined as a multi-agent system. Agent technology is
one of the fastest growing areas of information technology. People agree on the
fact that the apparatus of agent technology provides a powerful a useful set
of structures and processes for designing and building complex software ap-
plications. The metaphor of autonomous problem solving entities cooperating
and coordinating to achieve their objectives is a natural way of conceptualizing
many problems. Being conversational grammar systems an agent-based model,
they share all those advantageous features. Therefore, we think that our model
may contribute to the field of agent technologies by offering a highly formalized
framework that could be applied to many different issues.



190 Bel-Enguix G. and Jiménez-Lopez M.

References

1.

Csuhaj—Varjt'i, E., Dassow, J., Kelemen, J. & P&un, Gh. (1994), Grammar Systems:
A Grammatical Approach to Distribution and Cooperation, Gordon and Breach,

London.
Helander, M.G., Landauer, T.K. & Prabhu, P.V. (1997), Handbook of Human-

Computer Interaction, Elsevier, Amsterdam.
Jennings, N.R. & Wooldridge, M.J. (1998), Agent Technology. Foundations, Appli-

cations and Markets, Springer, Berlin.
Kraus, S. (1997), Negotiation and Cooperation in Multi-Agent Environments, AT

tificial Intelligence, 94, 79-97.
Luck, M., McBurney, P., Shehory, O. & Willmott, S. (eds.) (2005), Agent technol-
ogy: Computing as Interaction. A Roadmap for Agent Based Computing, University

of Southampton (AgentLink III).
P&un, Gh. (ed.) (1995), Artificial Life: Grammatical Models, Black Sea University

Press, Bucharest.
Rozenberg, G. & Salomaa, A. (1997), Handbook of Formal Languages. Springer,

Berlin.
rmal Languages, Academic Press, New York.

Salomaa, A. (1973), Fo
’Ihta.i, G. & Gulyés, L. (edS) (1999), Agents Everywhere' Springer’ Buda.pest.



Multi-Agent Based Control for Urban Traffic Networks

Joel A. Trejo Séanchez and Julio C. Ramirez Pacheco

Universidad del Caribe, SM 78, Manzana 1, Lote 1, 77528, Cancin QRoo, México
{jtrejo,jramirez} @ucaribe.edu.mx

Abstract. This paper deals with the traffic management within an urban
traffic network (UTN). The paper shows the necessity of an adaptive control
system that detects and takes decisions when traffic congestion occurs. A
multi-agent control scheme is proposed in which a control agent is charged
to manage the traffic lights of an intersection; the agent communicates with
other agents of the neighbor intersections. The architecture of such a control
agent is described as well as relevant issues of a prototype implementation.
The simulation test of an adaptive control policy is presented.

Keywords: Urban traffic control; Agent based approach.

1 Introduction

Urban traffic congestion causes considerable cost due to time losses, has a negative
impact on the environment and increases the probability of accidents [1]. Coupled
with an expanding population, urban traffic networks are unable to efficiently handle
the daily movements of traffic through urban areas. Adjusting the traffic lights
according with the traffic conditions is a costly solution if it involves human
interaction. Traffic light management is a complex problem and there exist several
intelligent algorithms that have been used to solve it.

The main urban traffic control objectives are to maximize the performance of the
system and to reduce the total time of accumulated delay through real-time decision
making processes. A way to reach these objectives is the updating of traffic lights
timing according to the demand of traffic and an appropriate coordination strategies
among the local traffic controllers within a specific area.

In this paper a multi agent based approach for addressing the problem of traffic
control is presented. An agent is charged to control the operation of a traffic light in
an intersection; it determines the timing and policies according to the vehicle flow in
the streets and the current functioning of other traffic light controller agents in the
traffic network.

This paper is organized as follows. Section 2 overviews the background of the
presented work. Section 3 describes the control system integration with an urban
traffic simulator. Section 4 presents the architecture for traffic control. Some
experimental results using micro simulation are presented in section 5.
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2 Urban Traffic Control

Adaptive control systems must have the capability to adjust the traffic signals based
on current traffic. There exist several approaches to implement an adaptive traffic
control system; some of them are based on learning refoircement, fuzzy logic, multi-
agent systems(MAS), discrete events systems, and others approaches. The proposed
model is based on multi-agent systems because of the agent’s capacities including

autonomy, interaction, and modularity of the software.
In [2] a Petri net model is proposed to control the traffic lights. The model is

divided in two categories: 1) to determine the signal sequence to follow in the control
policy and 2) how to implement the logic to manage the signals. Models based on
hybrid Petri nets are proposed in [3] and in [4]. Traffic flow and density are
represented with continuous Petri nets, and traffic lights are modeled as discrete event

models.

Three types of agents for the traffic management are proposed by [5]. The
intersection agents decide the pertinent control strategy of the intersections based on
their objectives, capacities, perception, and data. In [6] a multi-agent methodology is
developed focusing on learning reinforcement to distribute the traffic control. With

he intersections, in [7] is proposed the use of mobile agents to

the aim of coordinate t
set coordination with the rest of the intersections.

3 An Urban Traffic Simulator

In order to prove our methodology, a way to measure our results is needed. Nowadays
is and optimization of traffic systems are preferred as an alternative to develop
lytical and simulation methods have been proposed for the

analys
dict the control system behavior in the

a traffic control system; ana
study of such systems since it permits to pre

real world.
There exist two main simulation approaches: event oriented and time (slicing)

oriented. Our traffic control methodology is integrated into the discrete event
approach since it allows more flexibility and advantages over the time oriented [8].

3.1 Interaction With the Simulator

The simulator was developed in Java using the facilities of ProActive (a Java GRID
middleware library for parallel, distributed and multi-threaded computing) for
communication and managing the connection among various nodes (modules). When

the simulation engine is executed it registers in a port of the local machine, allowing
registering other node through the network if it is included in the grid.

As we have mentioned above, the simulator can be modeled as a discrete event
system. The way in which the simulator works is as follows: each time an event

occurs in the traffic network, this event models a change in the state of the system and
is responsible to generate more events which depend on it. Each event has a time in
which it is expected to be triggered. When events occur, they represent actions to be
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executed on the system. The events are stored in a future event list (FEL). Next
picture shows graphically the previous ideas.

Street Structures
Scheduler
™ EEL
I e . —p
}
O OOO  agents vt doscritors
Event Event
Routine 1 Routine |
—— - —

Fig. 1 Simulation Engine

The simulation engine generates a file configuration to save the results of the
simulation (executed activities), including the following information: Vehicle
Identifier, Event Time, Link, Node, Lane, Distance, Velocity, Event Type,
Acceleration, Driver, Passengers, etc. that allows to get performance indexes such as
traffic density, flow, etc.

Each time an activity is executed in the simulation engine this module sends the
pertinent information about such activity to all the modules connected to the
middleware. This resumes the operation of both control and visualization modules.
The visualization module uses this information to process and visualize the events ina
graphical manner. The control module uses this information to take decisions
according to the state of the streets.

The control module is composed by several control agents. The control agent
interacts with its environment, and it is capable to interact with others agents when it
is necessary to coordinate a control policy. In figure 2 the interaction between the
simulator and the control module is illustrated. This interaction is performed through
a middleware that handles a future event list (FEL). The system operates as follows:
the control module generates a set of events representing the light change instants,
according to the current control policy; these events are stored in the FEL; the
interface provides to the control module the information on traffic flow and density
yield during the simulation execution through the middleware. This allows the agent
the updating of the phase time of the current control policy.
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Middleware

Fig. 2 Interaction between the control module and simulator

4 An Agent Architecture for Traffic Control

The urban traffic network approach is composed by several intersections and streets;
ntersection is controlled by an agent with the following features: interaction

each i
proactive, communication with other agents in

with its environment, decision making,

the system, unable to solve the problem by itself.
The control agent is composed by several interacting modules charged to perform

specific functions. In figure 3 it is shown the control agent architecture. The input of
mulation engine; this information regards the

the control agent is provided by the si
the streets in the traffic network. The output

current traffic flow and density of all
consists of an event sequence regarding the traffic light change instants; this sequence

is added to the FEL.

Every control agent is
where the agent is operatin
of the agent’s components.

concerned with the involved streets in the intersection
g. Now the paper describes the functionality of each one

‘L i I* 1 ’———" Traffic ights
Control strategies
management F e

—-J Predictor ]

:_E
o o

i

Fig. 3 Control Agent Architecture
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4.1 The Control Agent Components

e The data base includes the initial configuration of the intersections, namely, the
intersection layout, the allowed phases (stages of a control policy), initial time
assigned to phases, and the state of the streets related to intersection.

e The model constructor is charged to transform (offline) the control policies stored
on data base into timed Petri net models, to be used by other components of the agent.

e The input data interpreter analyzes the input information and computes traffic flow

and density values on the adjacent streets to the intersection that is controlled by the
agent.

e The knowledge base includes the rules decision used by the control management
module and predictor modules to take decisions about the controller behavior. The
rules decisions are organized as subsets according to the kind of decisions. Access to
each group of rules is determined by metarules.

e The predictor computes future traffic conditions according to rules decision and
supported by the surveillance function. The surveillance function ensures that the
predictions are precise.

e The control strategies management module proposes the control policy according to
the observed traffic conditions on the intersection. This module receives as input the
flow @; and density §; for every street i involved on intersection; the input is analyzed
and then the module can decide if the current control policy must be changed.

* The model describes the current control policy defining the operation of the traffic
light in the intersection; this policy is determined by the control management module,
The model is a timed Petri net that specifies which movements have right of way in
each phase of the policy, and the time elapse assigned to each phase.

» The traffic light operator executes the policy model. The sequence of events (firing
of transitions) and their instants are translated into relevant events for the simulator;
they are added to the FEL respecting the order of the events already included in the
list.

* The agent coordination module is responsible to establish the communication with

the other agents informing about the current control policy or requesting the
performance indexes of streets concerning other intersections.

4.2 Control Agent Operation

The controller is a proactive agent that operates according the current situation of the
environment simulation. It applies a pertinent control policy and delivers to the
simulation engine the traffic lights behavior in the form of an event list. The behavior
of the control agent is determined by the control strategies management module,
which coordinates the rest of the agent components.

The agent adaptation to new traffic conditions is performed by the change of the
control policies. This change may be accomplished in two ways: a) updating the
timing of a current policy or b) replacing the control policy by another one.
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Timing Updating

The policies management module decides, according to the traffic demand in the
involved streets, if the current time elapses assigned to the phases of the policy must
be modified. The change consists in the updating of some or all delays associated to

places in the Petri net model of the policy.

Policies Replacement

When the change of traffic conditions is significant, the control management module
may decide to substitute the current policy with another one, which is best adapted to
the traffic behavior; the module requests to the model execution module to stop the
current policy, updates the Petri net model with the new policy, and resumes the

activity of the execution module.

Combining Policies

ible to define complex policies including more than one phase sequence and
their operation triggered by external events representing namely, pedestrian
conditions, and priority vehicles. In figure 4 the model shown

f phases (which can be considered as two policies).

The execution module may fire the sequence o1= (t1 t2 t3 t4 t5 t6)* while the
external event associated to tcl does not appear; when such an event is present then
tcl fires and the sequence c1=(T1’ T2’ T3’ T4’)* is fired. The back to execute the
first sequence of phases may be accomplished when tc2 (according to the associated

external event) is fired.

It is poss
alternate
request, different traffic

includes two sequences O

:, — 20— P = o
= — o [ I—
5 Pt )
Fro— R |—o—
hrs ™ L] ] n

Fig. 4 Timed Petri Net model including two sequences of phases
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Agent Interaction

Any change in the control policies, as described above, must be informed to the
neighbor control agents through the interaction module. This information may be used
by these agents to initiate a policy adaptation process. This means that if an agent
perceives saturation on any street belonging to the intersection, this agent can decide

to interact with other agents on adjacent intersections to decide the change of a
control strategy.

5 Implementation and Results

The traffic control agent has been developed according to the proposed architecture
using Java. A control strategy is executed by the traffic lights operator according to
the state equation for the timed Petri net model. Traffic lights operator translates the
transition triggers into significant light change events. The interaction with the rest of
the simulator is performed through active objects from the middleware. Some
methods are defined for communication between agents:
start_dialog,accept_invitation, reject_invitation and send_information.

Several tests have been performed on a LAN in order to test the functioning of the
control agents. For illustration purposes the paper includes the simulation results
obtained in a simple case study.

Consider the scheme of figure 5; it describes four intersections separated by a
distance of 1Km. Parameters referring to the vehicles speed, random distributions of

the vehicles, and others, are modified to observe the behavior of the control agent,
when the traffic conditions change.

lookup_agent,

1
: 7
1" 15
10 199 21 s nl7 26| 0
1 ]20 2 (22 3|24 4|2 §
14 1
12 18
Fig 5 Traffic Network

Figures 6 and 7 show respectively, the starting and the ending of a simulator
execution for the network described above. When simulation starts the queue length
in the inflow streets is higher than outflow streets as we can see in figure 6; but at the
end of the simulation, we can notice that the queue length on all streets is similar
(figure 7). This suggests that the traffic conditions get stable.
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Fig. 7 End of simulation

In figure 8 the graphic shows the flow and density of vehicles regarding the 1 and 11
street segment, using a fixed control policy. The two-phase policy assigns 50 seconds
to the west-east phase (link 1) and 15 seconds to the north-south phase (link 2) during
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all the simulation time. We can notice in both graphics the flow and density values

are variable during the simulation time; that indicates that the fixed-time policy it is
not appropriate for variable traffic conditions.
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Fig. 8 Pretimed control for street segment 1 and street segment 11

Now we are going to analyze the results of applying an adaptive time policy. In figure
9 it is shown the flow and density of vehicles for the 1 and 11 street segments
respectively; vertical lines in graphic represents the instant in which the times
assigned to phases are updated. In the graphics we can notice several stages: at the
beginning, density is high and flow is low; then while simulation time is growing the
density is reduced and trends to be constant and the flow is increased and also trends
to be constant during the rest of simulation; that is flow and density values trend to
stabilize because of the dynamic updating of the time elapses assigned to phases.
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Fig. 9 Time updating control for street segment 1 and street segment 11

How

Now the paper presents the results of applying an adaptive control, in which besides
of the times updating control, the model could be replaced by a model more
appropriated to the traffic conditions. In figure 10 it is shown the flow and density of
vehicles for the 1 and 11 street segments respectively; the first vertical lines in each
graphic represents that the model has been replaced. As we can notice in the graphics,
after the control policies are replaced, traffic flow increase and density decrease, but
density and flow values are variable; when the time assigned to phases is updated then
the density and flow values trend to be constant. As we can notice, the traffic
conditions trends to stabilize when an adaptive control strategy is established.
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Fig. 10 Policies control replacement for street segment 1 and street segment 11

6 Conclusions

Urban traffic control is proposed based on a multi-agent approach. In our scheme the
traffic light of each intersection is controlled by an agent; this agent proposes a
control strategy according to the traffic demand. The control agent interacts with other
agents assigned to the neighbor intersections. As we noticed during several tests the
performance indexes of a traffic network are vastly improved when dynamic
strategies for updating control policies were adopted.

Current research address: a) complex control policies dealing with external events
(pedestrian requests, priority vehicles), and b) the definition of coordination strategies

among control agents.
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On a New Approach to Time Series Tracking

Karinne Ramirez-Amaro and Juan Carlos Chimal-Egufa

Centro de Investigacién en Computacién, Av. Juan de Dios Bé4tiz s/n Unidad
Profesional Adolfo Lépez Mateos Col. Nueva Industrial Vallejo, Mexico City, 07738,
Mexico,
kramireza@ipn.mx, chimal@cic.ipn.mx

Abstract. In this paper we present a new approach to time series track-

ing using some main ideas from the paper published by Donald Michie in
1963. One of those ideas stands that is easier to solve a complex problem
by dividing it into many easy subproblems that are sequentially linked.
Using this idea we divide the time series in small parts, this divisions will
provide information of the amplitude behavior in order to “track” the
time series. The obtained results indicate that using this new approach
it is possible to track the time series with high accuracy and also deduce
more information about the time series. This approach could be applied
to any natural phenomena which can be represented as time series.

1 Introduction

In 1963, Donald Michie published a paper that describes a trial and error ma-
chine which learns to play the game “Noughts and Crosses” [1]. This device
was initially constructed from matchboxes and colored beads as shown in Fig. 1.
This machine is a perfect example of the game theory application. The game the-
ory is an interesting topic since the games provided a microcosm of intellectual
activity. Those thought processes which we regard as being specifically human
accomplishments, such as learn from experience, inductive reasoning, argument
for analogy, the formation and testing of hypotheses, are brought to into play
even in the simple games of mental skill.

As an example of this, the matchbox machine was used for a particular mental
activity of trial and error learning, and the mental task used, was the game of
“Noughts and Crosses”, sometimes known as “tic-tac-toe”, this game represent
a sequential decision process. Michie argued that a computer program could be
enabled to improve its performance through its own accumulating experience
[1].

In 1968 the matchbox machine was known as “Boxes” [2], first this project
was undertaken as a “fun project”, but there were more serious intentions to
demonstrate the principle that states: “it may be easier to learn to play many
easy games than a difficult one” [1]. Consequently, it may be advantageous to
decompose a game into a number of mutually independent sub-games even when
relevant information could be put out of reach in this process. The principle is
related to the method of subgoals in problem-solving [3] but different in one
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Fig. 1. The original matchbox machine known as “MENACE”.

fundamental aspect: subgoals are linked in series, while sub-games are played in
parallel.

The Boxes algorithm also was used in adaptive control problem in partic-
ularly the double pendulum [2]. In the adaptive control situation, where the
states variables are real numbers, the large game is infinitely large, and then the
sacrifice of information entailed in boxes approach is correspondingly extreme.

In this article, we used the one of the main ideas of the Boxes algorithm such
as; learn to play many easy problems than a difficult one. This means that would
be easier to learn the behavior of small parts of the time series than learn the
whole behavior of the time series. Each small part is contained in the so-called
“boxes” and they provide information about the amplitude behavior. In this
work, we use this idea in order to track the dynamics of some time series with
different behaviors.

The outline of this article is the following: firstly in section 2, we define the
concept we used for time series and the approach of the general ideas of Boxes
algorithm for time series tracking, in section 3, we explain the logic used and
the implemented methodology; in section 4 we explain the obtained results and
finally in section 5 some conclusions and future work are given.
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2 Implementing the Boxes Algorithm to Tracking Time
Series

We used the main idea from the Boxes algorithm explained before of divide the
problem into small parts. Instead of matchboxes we used intervals which contain
information about the amplitudes of the time series in order to track it. We

are interested in the study of the time series with new techniques to learn its
dynamics.

A time se.ries is a sequence of data points, measured typically at successive
times. The time series have information about the independent variables of a

system which determines its dynamics. In other words, a time series is a se-
quence of values over the time of a system z (¢)
experimental values [4][6][5]

which registers a sequence of
z(t1),z(t2),z (t3),...,x (ta) (1)
for some interval t = n with ¢ < ¢; < ..

. ; . < tn [4], see Fig. 2 to observe an
example of a time series.

1.00
0.90
0.80
0.70
0.60 -|
0.50 -
0.40 -
0.30 4
0.20
0.10
0.00

Amplitude

81
161
241
321
401
481
561
641
721
801
881
961
1041
1121
1201
1281
1361
1441
1521
1601
1681
1761
1841
1921

Time
Fig. 2. Example of Lovaina time series.

In this work, we demonstrate that it is easier to learn the behavior of small
amplitude intervals of the time series than trying to learn the behavior of the
whole time series. That is because, the small intervals provided information from
some specific amplitude of the whole time series and that allows a better learning
of the behavior of it. We use this idea to generate a time series that tracks the
behavior of the original one and that is what we call time series tracking, i.e., we
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designed an algorithm that imitate the dynamics of a desired time series. The
difference between our approach and the divide and conquer algorithm is that
the last one works by recursively breaking down a problem into two or more
sub-problems of the same (or related) type, until these become simple enough
to be solved directly. The solutions to the sub-problems are then combined to
give a solution to the original problem (8].

During the implementation of this approach we use a pseudo-random number
this is a randomized algorithm or probabilistic algorithm.
This algoritm employs a degree of randomness as part of its logic. In common
practice, this means that the machine implementing the algorithm has access to
a pseudo-random number generator. The algorithm typically uses the random
bits as an auxiliary input to guide its behavior, in the hope of achieving good
performance in the “gverage case”. Formally, the algorithm’s performance will
be a random variable determined by the random bits, with (hopefully) good
expected value; this expected value is called the expected runtime. The “worst

case”is typically so unlikely to occur that it can be ignored [7].

generator therefore,

3 On the Approach for Tracking a Time Series

ention before the idea behind this approach is related with a principle
of subgoals in order to solve a complex problem by dividing the main problem
into many subproblems that are sequentially linked but at the same time these
subproblems are solved in parallel. Therefore, in this article we are using that
principle to analyze the amplitude from the time series dividing it into intervals

as is shown in the Fig. 3.

As we m

-

A A O

£ L EE

obtain new information from the time series. Additionally

Fig. 3. Example of how we
e width

we can observe the division of the time series into ten intervals with the sam

The methodology used in this work follows the next steps:

— Normalize the original time series into the interval [0, 1].



On a New Approach to Time Series Tracking 209

— Divide the normalized time series in eight intervals.

— Generate from a random variable the time series that tracks the dynamics
of the original one.

— Compute the tracking error between the original time series vs. the com-
puted.

The above steps can be exemplified in the next Figure 4.

R TATTAT e T TR AT e e s
-

a) Normalization

yEH

M

1

-
-
-

-

whifmAibsteibA < 1 \

e)Tracking error d) Difference between original vs, tracking

Fig. 4. Example of the metodology used for tracking time series. a) Normalization of
the time series, b)Division of the original time series, c) Computation of the tracking
time series, d) Difference between the both time series, e) Compute of the tracking
€error.

3.1 Normalization and Division

Broadly, normalization (also spelled normalisation) is any process that makes
something more normal, which typically means conforming to some regularity or
rule, or returning from some state of abnormality. In this approach normalization
is very important due to the fact that we want to compare two or more time
series from differents behaviors to prove the performance of this technique.

The following step is the division, this means the decision of how many
intervals we are going to consider to divide all the time series that will analyze.
From the mathematical definition an interval [z] is a conected subset of R. Even
when the interval is not closed, we shall keep to the notation [z]. The lower
bound 1b ([z]) of an interval [z], also denoted by z is defined as

z=1b([z]) £ sup{a € RU{~00,00} |Vz € [z],a < z} 2)
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Its upper bound ub ([z]), also denoted by Z, is defined as

z = ub([z]) £ inf {b € RU {—00, 00} |Vz € [z],z < b} 3)
Thus, z is the largest number on the left of [z] and T is the smallest number
on its right. The width of any non empty interval [z] is

w(z) £Z—z (4)
In order to tests our approach we choose arbitrary the following eight inter-
vals:

[—0.001, 0.125], [0.125, 0.25] , [0.25, 0.37] , [0.37, 0.5]

[0.5,0.625], [0.625,0.75], [0.75, 0.875], [0.875, 1] (5)
Where the b ([z]) are open intervals and the ub ([z]) are closed intervals.

3.2 Generation of the Time Series Tracking and its Error

The goal of this subsection is to find and extract information from the amplitude
of the time series. In order to do that, we generate a new time series that tracks
the behaviour of the original time series. The procedure we implemented is briefly

shown in Fig. 5.

1 for i=1 to lastPointTimeSeries -1

2 x(i)=actualPoint

3 xnext(i+1)=nextpoint

4 if x(1)=>1b([x]) and x(i)<ub([x])

5 if this is the first time this interval is visited then

6 compute randPoint=rand([Ib([x])], [ub([x]))

7 compute the error= x(i)-randPoint

8 else means that this interval was visited previously then
9 previosError=error(i-1)

10 if previosError>0.0009 then
by newlb([x])=randPoint
12 newub([x])=ub([x])
13 compute randPoint=rand([newlb([x])], [newub([x])])
14 compute the error=x(i)-randPoint
.15 end if
16 end if
17 endif
18 end for

Fig. 5. Main procedure to extract information from the original time series.

Firstly, we will start to moving a pointer from the first point of the original
time serie to the last point (lines 1-3 ). Then we do the validation of the interval
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and only the points from the time series that belongs to an specific intervalo
([x]) were considered in its analysis (lines 4-17). Thereafter the lines 5 to 8 only
are visited when the first points belonging to certain interval enter for first time,
because the lines 8 to 16 represent the training to get optimal rand numbers to
future points. In line 9 there is an interesting validation, we notice that if we
define a minimal error as in this case 0.0009 we obtaint better results than just
keep it trainig without this validation and we define this error because it give us
best results. If some points revisits the same interval and enter to line 11 means
that we need to redefine the lower bound Ib([z]) of the interval ([z]) in order to
enclose the new interval ([rewld ([z])], [rewud ([z])]) and obtain a better result
than the last computed.

The measure that we implemented in order to verify the performance of this
approach was the root mean square error (RMSE) which is a frequently-used
measure of the difference between values predicted by a model or an estimator
and the values actually observed from the thing being modeled or estimated. In
this particular case we used to measure the tracking error between the original
time series and the computed one. The RMSE is defined

n

Z (xo - zt)z
= (6)

where z, means the original points from the time series, x; means the tracking
series and n means the total number of the both time series [5).

4 Results

In order to verify the performance of this algorithm, we probed it with different
time series such as: periodic, quasiperiodic, chaotic, complex and stochastic sys-
tems [5]. The data base we used to the time series tracking was taken from the
reference [6] and is briefly shown in the Fig.6.

The software used in our simulations was Matlab 7.0®and the specification
of the hardware we used is a CPU Pentium 4 with 3.0 GHz and 512 MB of RAM.

Some of the numerous experiments we performed are showed in the Fig. 7
to 10, and we are going to briefly explain each of the figures. Firstly in fig. 7 a)
we depicted the zoom of the last 200 points of both time series, in order to see
the difference between the original time series and the tracking one and in b) we
can observe the errors at any time betwen the original point and the computed
one obtained by the proposed algorithm and also we obtain the tracking error
using the measure RMSE defined in the equation 6 and the error obtain of the
tracking the behaviour from the Sine time series is equal to 0.0007 meaning that
the tracking time series is resemblance to the original one as we can observe in
that figure.

As we can see from Fig. 6 the time series plotted in Fig. 8 has a complex
behavior which means that displays variation without being random and as can
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Time Series

Dynamical Behavior

Sine
Vanderpool

Periodic

Qperiodic2

Quasiperiodic

Mackey-Glass (*)
Logistic

Lorenz

Rossler

Chaotic

lkeda
Henon
Cantor
Tent

Laser
Down Jones

Kobe Complex
HIV DNA
El nifio
Lovaina(*)

Browmian Motion Stochastic
White Noise(*)

6. Some of the time series used to prove our technique. The time series marked

Fig.
ed to obtain the experimental results showed in this paper.

with (*) are the ones us

be seen in this figure the difference between the original time series and the
tracking one is minimum and this observation could be quantify by calculating
the RMSE wich is equal to 0.00093. It is important to mention that the plotted
points in this figure are the 300 last points in order to see the error between

both series.

In the Fig. 9 we observe the last 200 points of the Mackey-Glass time series
vs. the tracking one. This time series has a chaotic behaviour which means that it
describes the behavior of certain nonlinear dynamical systems that under certain
conditions exhibit dynamics that are sensitive to initial conditions (popularly
referred to as the butterfly effect). As a result of this sensitivity, the behavior
of chaotic systems appears to be random, because of an exponential growth of
errors in the initial conditions. Despite of its behavior the results indicate that
it is possible to track its dynamics and the RMSE obtained is equal to 0.018.

Finally, in Fig. 10 we observ the results obtained from the White Noise
time series wich has a stochastic behavior. A stochastic process is one whose
behavior is non-deterministic in that a state does not fully determine its next
state. Therefore, in this figure we observe that the tracking is very accuracy due

its behavior with a RMSE equal to 0.0024.

All the result indicates that it is possible to tracking time series from different
behaviors obtaining in all the cases a very low error between the original and
the time series tracking i.e., the RMSE.
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Amplitude

Fig. 9. A) Results of Mackey-Glass time seires, which has a chaotic behaviour. The con-
tinous series (black) correspond to the original points and dotted series (gray) belongs
to the time series tracking. B) The tracking error is showed.
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Fig. 10. A) Results of White Noise time series, which has a stochastic behaviour. The
continous series (black) correspond to the original points and the dotted series (gray)
belongs to the computed series. B) The tracking error is showed.
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5 Conclusions

We have presented in this paper a new approach for time series tracking of differ-
ent behaviors from an easiest time series (periodical) to a more complex behavior
(chaotic). The tracking errors obtained with our technique demonstrated that
the time series tracking has a high accuracy.

In the literature we found very few algorithms for time series tracking which
makes a little difficult to compare our technique to others. Nevertheless, we
consider this new approach a very accuracy one, because of the tracking errors
that this technique obtains.

We think that some of the applications of the time series tracking are: track-
ing the trajectory of airplanes, reproduce music from the known music sheet
among others.

At this moment we are working on the formalization of some aspects such as
how many intervals is the best for any dynamic behavior of time series because
in this work we used eight intervals determining it in an arbitrary way.

Using the information obtained with the time series tracking we can expand
these results to a more difficult problem of time series namely, prediction. It
is important to keep in mind that any natural phenomena can be able to be

represented as a time series, and then it is possible to apply this approach in
several time series tracking.
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Abstract. The paper presents a novel software tool for Hurst-indez esti-
mation in self-similar and long-range dependent computer network time
series. The tool, named Variance Analyzer, is based on the aggregated
variance algorithm with tuned cut-offs. A comparison with Selfis, a simi-
lar tool for long-memory, using different dependence characteristics(fGn
and fDn), shows that Variance analyzer presents better accuracy, time
of convergence and faster estimations. Similar results are also obtained
when using well-known real LAN traffic. The sources of inaccuracies in
the algorithm are identified and the correct tuning is proposed.

1 Introduction

Computer network traffic’s non-standard behavior is well studied and has been
observed in several network configurations(LANs, WANs, VBR traffic, etc) [1]
[2] [3] [4] [5]. Extremes, heavy-tails, self-similarity and long-range dependence are
present in delay, delay jitter, file size, transmission times and aggregate traffic
traces. The presence of these phenomena have a deleterious impact on computer
networks’ performance affecting the quality of service of applications [6] [9] [13].
Thus, an important problem in these traces is to correctly fit a model and then to
efficiently quantify the degree of non-standard behavior(tail-inder or Hurst index
estimation) for the particular selected model. Once the model and the estimation
is performed, the next step is to take actions in order to improve quality of ser-
vice degree and the overall network performance. To accomplish the estimation,
several algorithms have been proposed, each algorithm presents varying degrees
of accuracy and time-domain or frecuency-domain properties [12] [7] [14] [13].
In this paper, a novel software tool for self-similarity and long-range depen-
dence analysis in computer network time series is presented. The C++ based
tool, named Variance Analyzer, is based on the time-domain aggregated vari-
ance algorithm. A comparison procedure against Selfis, a similar tool for long-
memory, is accomplished. The comparison procedure is performed using several
synthetic fractional Gaussian noise and fractional differencing noise time series
with known Hurst exponent. Finally, the use of well-known real LAN traffic is
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used. The organization of the paper is as follows. Section 2 discusses the mea-~
surement methodology in computer network traffic studies and the mathemat-
ical theory behind self-similar and long-memory processes. Section 3. provides
description of the aggregated variance method for Hurst index estimation and
comments on the sources of inaccuracies. Section 4. presents Variance analyzer
characteristics and functionality. The comparison procedure and results is pre-
sented in section 5. Finally, section 6 concludes the paper.

2 Measurement Methodology and Mathematical Theory

In order to study computer network traffic’s characteristics and its effect on net-
work performance, some measurement of real traffic must be done. The result of
the measurement is a trace from which a mathematical model is fitted. Usually,
there is a relationship between network performance and some parameter of the
selected mathematical model, therefore, accurate parameter estimation is im-
portant. The paper assumes that the trace fitted model is either self-similarity
or long-memory. Next, we describe the measurement procedure in network per-
formance studies and the mathematical models used in the paper. In the next
section we cover parameter estimation of the assumed models.

2.1 Measurement Methodology

The first step in a network performance study is to obtain a trace from a mea-
surement point. The measurement point could be a point in a LAN, WAN, link
and path. A well known trace could also be generated and its behavior in a link
or path could be an indicator of computer network performance. Note that in
general, there are several ways to obtain a representative trace that can be used
for network performance studies. The paper concentrates on the study of a trace
representing the number of bytes/packets/bits per time unit on a measurement
point. The trace, usually contains several types of traffic coming from different
sources and with different quality of service characteristics. This trace is some-
times called the aggregate traffic trace or the traffic rate process and can be
obtained from any computer network. Formally, let X; represent the number of
bytes/packets/bits for time period (7; — 7i41), then the trace X = (X;, € Z+)
contains the number of bytes/packes/bits for time periods {(7: — Ti+1)}iez+-
Note that the trace X represents a discrete-time stochastic time series that can
be analyzed by probabilistic means. It has been shown that self-similar and long-
memory processes model well the behaviour of the traffic rate process [1] 2] [4]-
Description of self-similar and long-memory processes including its relationship
is described next.

2.2 Self-similarity

Intuitively, self-similarity means that the properties(e.g. correlation structure,
density) of an object(e.g. a time series) are mantained independently of scaling in
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time and/or space. For traffic modelling purposes, the interest is in discrete-time
statistical second-order self-similar processes with some form of stationarity. A
discrete-time stationary stochastic process, X = (X;,t € Z+), is said to be
second-order self-similar, with self-similarity parameter H = 1 — /2, called the
Hurst parameter, if its autocorrelation function p(k), k > 1 follows

plk) = 3 ((k + 1) — 262~ 4 (k — 1)-#) = g(k), (1)

where 8 € (0,1) and H € (1/2,1). Equation (1), implying same correlation
structure in all time scales, is too strict to model network traffic, therefore,
an asymptotic behaviour giving rise to equation (1) is mostly used. Let X, =
(X (k),k = 1) be the aggregated process of level m, obtained by appliying
X)) (k) =m™? Zf:(k—l)m+l X (t) to the original time series X = (X, t € Z+),
then a discrete-time process is said to be asymptotic second-order self-similar if
the aggregated process’ autocorrelation function behaves asymptotically as

p(m)(k) _ -;—((k B 1)2—.6 — k28 + (k — 1)2-—-13)’ (2)

asm — oo, B € (0,1) and H € (1/2,1). Equation (1) implies that p™(k) =
g(k),¥Ym = 1 and equation (2) implies that p™ (k) = g(k) only aymptotically.

2.3 Long-memory

Intuitively long-memory or long-range dependence means that correlations be-
tween distant points in time of a series X; are non-zero. This point relation-
ship can occur only when the autocorrelation function behaves hyperbolically as
opossed to exponentially. Long-range dependence in a stationary stochastic pro-

cess, {X:}tez, occurs when the lag k autocorrelation function in X, plk) :k>1
satisfies the following asymptotic behaviour

p(k) ~ cpk", (3)
where ¢, > 0 is a constant and 0 < 8 < 1. Equation (3) implies that the sum of
the autocorrelation function of X, is not bounded, i.e., 3°%° . p(k) = 0o and the
spectral density having a pole at zero, i.e., f(A) ~ ¢; | A |P~1 as A — 0. Another

interpretation is that the correlations of a LRD process decay slowly in time,
thus, giving rise to non-summability of the correlations.

2.4 Self-similarity and Long-memory Relationship
Self-similarity and long-range dependence are closely related concepts. An asymp-

totic self-similar process is defined according to equation (2), now let k — oo,
then

p™ (k) ~ H(2H — 1)k~P. (4)
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Equation (4) implies that in the limit(as k¥ — o0), an asymptotic self-similar
process is long-range dependent. Similarly a long-range dependent process X, can
be constructed by the increment process of a self-similar process, i.e., Xy = (Yz —
Yi-1,t = 1,2,..), e.g., fractional Gaussian noise is obtained from the increment
of a fractional Brownian motion process. For more information on self-similar
and long-range dependent processes refer to [16] [8] [9] [15].

3 Parameter Estimation using Aggregated Variance

Once the mathematical model has been fitted to the measured computer network
trace, estimation of some parameters characterizing the model is accomplished.
Parameter estimation is important due to the relationship between parameter
value and computer network performance [6] [9]. This relationship can be used
for estimating computer network performance given some parameter value and
for control algorithms’ design in computer network performance applications [6].
Parameter estimation for self-similar and long-memory process is reduced to
Hurst-indez estimation which caracterizes completely their behaviour. Parame-
ter estimation for these models can be done either in time-domain or frecuency-
domain [12] [13] [14]. The paper concentrates on the time-domain algorithm
named aggregated variance which is described next.

3.1 Aggregated Variance Method

Consider the aggregated series X, = (X(™)(k), k > 1), obtained by dividing the
original length NN series in blocks of size m and computing the sample mean to
each block, we take the sample variance to this series and obtain

N/m

3 (X = B, (5)

m —_— —
Var(X™) = Nim
where X represents the original series sample mean. Equation (5) represents
aggregated process’ variance, mostly referred to as the aggregated variance. The
aggregated variance method is based on the asymptotic behavior of the sample
mean’s variance in a discrete-time self-similar process X;,t € Z+. The sample
mean can be seen as the aggregated process of a discrete time series X, i.e.,
E{X;} = X(™). Note that the aggregated series corresponds to the measured
traffic rate process. Sample mean’s variance decay, i.e., Var(E{Xt}), in self-
similar processes behaves asymptotically as

Var(X™) = Var(E{X.}) ~ m**~2, (6)

where X ,(c’") is the aggregated process and H the Hurst-index. Note from this
result that plotting the variance of the aggregated process X (m) versus m in
log-log axes, for varying aggregation levels m, should result in a straight line
with slope 2H — 2. A least squares fit to the points in the plot should give the
slope. Once the slope is estimated, the Hurst-indez can easily be obtained [13].
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3.2 Sources of Inaccuracies

Note that equation (6) gives an asymptotic behavior of the sample mean’s vari-
ance, then, certain inaccuracies may appear due to the time series selected length.
The longer the series the better the estimate. Additionally, due to the least
squares estimate of the slope, the selection of the low and high end values of m,
named cut-offs, affect the Hurst-indez’s accuracy. A correct selection of these
parameters(length and cut-offs)in any algorithm is then neccesary.

3.3 Accurate Estimation of the Hurst-index

Accurate estimations, as mentioned above, are obtained by the correct selection
of the cut-offs and time series’ length. Cut-offs and length selection, named
tuning in this paper, is accomplished by first selecting the correct cut-offs and
finally, based on the correct cut-offs, obtain a representative time series length.
Cut-off selection is accomplished in two steps. First step is to select the high-end
cut-off and the second involves determining the low-end cut-off value. High-end
cut-off selection for an H — indez time series is accomplished by first selecting
a fixed point in the z-axis, x;, which is near the low-end regression value, then
varying the points near the high-end regression value, z;, z; € (z1,22). The
high-end regression value which approximates better to the H value is selected
as the high-end cut-off. Low-end cut-off selection is accomplished by varying the
low-end regression values while maintaining the selected high-end cut-off fixed,
as before, the low-end regression value which approximates better to the H value
is selected as the low-end cut-off. Time series length selection is obtained via a
cumulative analysis on the series. Cumulative analysis on a length N time series,
X:, t = {1,2,...N}, is obtained by first dividing the original length N time
series in blocks of size K < 1024 and thep estimating the Hurst-indez for the
series {Xi};?fl , J=12,...N/K, ie., Hjgx = I‘({X,-};?:KI), i=12,...N/K,
where I'(.) represents a Hurst-indez estimation method. A plot of the estimated
Hurst-indez values Hjx versus j shows the behavior of the estimated Hurst-
indez. Usually, a stability region in the plot, is an indicator of the time series
required length. The cut-off and time series’ length selection procedures are

performed by using synthetic long-memory traces, i.e., traces with well known
Hurst-indezx values.

4 Variance Analyzer: A Tool for Long-memory

This section presents Variance Analyzer main features and functionality. It also
describes briefly Selfis, a similar tool for long-memory analysis.

4.1 Variance Analyzer

Variance Analyzer is a novel C++ based software tool which estimates the
Hurst-indez using the aggregated variance method. The m values in the ag-
gregated variance method in Variance Analyzer vary according to 10%, z =
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0.1,0.2,...,0.1(logi0(N)), where N is the time series length. The selection of
these values provides Variance Analyzer with better resolution than existing
tools. An advantage of this is better accuracy but less convergence to long time
series. The low-end and high-end cut-offs values are set to 10°? and 10%2. These
values were obtained using fractional Gaussian noise and FARIMA(0, d, 0) syn-
thetic long-memory traces. The time series length in these traces is set to 65536
points. Time series’ Hurst-indez estimation in Variance Analyzer is performed
in two steps. First step involves the selection and automatic plotting of the text
file. A requirement in this step is that the file should be in one-column format
without spaces and comments. The non-conformance to this requirement causes
Variance Analyzer to produce an error message. Once the file is plotted, a se-
lection of a new file for analysis is possible. The second step involves estimating
the Hurst-indez of the selected and plotted time series. In this step, a plot of
the regression points in the aggregated variance method is provided. Once the
estimation is performed, Variance Analyzer provides functionality to return to
step 1, i.e., to the orginial time series plot. As in the first step, a new file for
analysis could be open. Variance Analyzer functionality is shown in the Petri
net model of Figure 1. State p1 is the initial state where Variance Analyzer is
opened. State p2 is the file open state, p3 is the file plotted state and p4 is
the regression and Hurst-indez estimation state. T2, T5 and T8 represent a
non-valid file event and T1, T4, and T7 represent a valid file event. Event T3
is the plotting file event, T6 corresponds to the estimation and regression event
and T9 represents the return event, i.e., the return to the original time series

plot.

=

Fig. 1. Variance Analyzer Petri Net model

Figure 2 shows the user interface of Variance Analyzer. Variance Analyzer
GUI consists of three main parts; the menu, the toolbar and the plotting area.
The menu provides the user complete access to the functionality of Variance
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Analyzer such as; file opening, program exit, Hurst-indez estimation, etc. The
toolbar provides the most often used functions such as file opening, Hurst-index
estimation and the return button. The plotting area provides to the user the
time series graphical representation and the regression points when applying the
aggregated variance method.
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Fig. 2. Variance Analyzer User Interface

4.2 Selfis

Selfis is a well known software tool for self-similarity and long-memory analy-
sis [10] [11]. Selfis is a Java-based software tool which estimates the Hurst-indez
using four time-domain methods and three frecuency-domain methods. It was
noted that Selfis does not present the cut-offs used in the Hurst-indez esti-
mation. This paper is interested in the accuracy of Selfis aggregated variance
method. Selfis aggregated variance implementation differs from that of Vari-
ance Analyzer, thus, our aim is to quantify the accuracy of each in estimating
the Hurst-indez for different synthetic and real long-memory traces. For more
information on Selfis characteristics and functionality refer to [10] [11]

5 Comparison Procedure and Results

The comparison procedure of Variance Analyzer versus Selfis is presented in this
section. Synthetic and real trace description is presented first, the comparison

procedure is described next and finally, Hurst-indez estimation using both tools
is performed.
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5.1 Long-memory Traces

In order to quantify the accuracy degree in long-memory analysis software tools,
the use of traces with known Hurst-indez are used. These traces are commonly
named synthetic long-memory time series. The paper makes use of two syn-
thetic long-memory time series types, namely fractional Gaussian noise(fGn)
and FARIMA (O, d, 0)(fractional differencing noise, f Dn) time series. fGn time
series, are long-memory time series satisfying equation (1). fGn traces were cre-
ated using modified Paxson’s FFT algorithm with an asymptotic mean zero
decay [17] [18]. Fractional differencing noise(FARIMA(0, d,0)) time series, are

series satisfying

-Xi — A_des" i > 1! (7)
where ¢; are iid Gaussian random variables with zero-mean and A is the differ-
encing operator satistying A = ¢; — €;—;. The autocovariance function of this
process satisfies
p(k) = Cck?~1, h — o0, (8)
whered € (—1/2,1/2) and C. = n~'02I'(1—2d) sin(wd). For large lags, the ACF
for fGn and fDn has the same power decay, thus, H = d + (1/2). fDn time
series were created using S+ package. Finally, the application of well-known real
LAN traffic traces are used. The traces are the well-studied an classical traces
of [1] [2].

5.2 Comparison Procedure

The comparison process was performed by using the synthetic traces described
above. A set of nine fGn traces with Hurst-indez from 0.55 to 0.95 in increments
of 0.05 were created. An identical set of traces for fDn were also created. The
length of the series, both for fGn and fDn, was set to 65536 points. For the
real trace case, the use of AUG89.MB and AUG89.MP LAN time series
from Bellcore were studied. The length for these series is about 360000 points
representing the number of bytes(AUG89.MB) and packets(AUG89.MP) per

time unit in a LAN environment.

5.3 Results

Table 1 shows Hurst-indez estimations for Variance Analyzer and Selfis using
fGn synthetic traces. Note that Selfis presents high bias for traces with Hurst-
indez 0.55 and 0.70 — 0.95. The bias(e = Hineoretic — Hestimated) in Selfis tool
for these traces is € > 0.035. Unlike Selfis, Variance Analyzer presents minimum
bias estimates for the Hurst-indez in the interval 0.55 —0.90. Note that Variance
Analyzer estimations are more accurate than Selfis for the fGn case. Table 2
shows the Hurst-indez estimations for both tools when using FARIMA(0, d,0)
long-memory time series. As can be noted from the table Selfis presents accu-
rate estimates only for the fDn traces with Hurst-indez 0.60 and 0.85. Variance
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Table 1. Hurst-indez estimations using fGn traces

Selfis Variance Analyzer
Hurst-index
0.55 0.515 0.5526
0.60 0.586 0.5906
0.65 0.673 0.6507
0.70 0.594 0.7019
0.75 0.696 0.7391
0.80 0.720 0.7845
0.85 0.795 0.8431
0.90 0.804 0.8739
0.95 0.798 0.9088

Analyzer, unlike Selfis, presents accurate estimation in the (0.55,0.85) interval.
From the results it is said that Variance Analyzer presents more accurate es-
timations of the Hurst-index than Selfis both for fGn and fDn long-memory
synthetic traces. The attention is now turned to the analysis of real LAN com-
puter network time series. The study of these traces is important for testing the
capability of algorithms in a real environment. Figure 3 shows Hurst-indez esti-
mations for AUG89.MB and AUG89.MP LAN traces. As can be seen from
the table, Selfis, presents problems for long time series and is unable to open
these types of traces. AUG89.MB and AUG89.MP length is 360000 points.
Unlike Selfis, Variance Analyzer is capable of opening this file and presents ac-
curate estimations for these traces. From this study and the above, it is seen

that Variance Analyzer presents better accuracy either for synthetic and real
long-memory time series.

Table 2. Hurst-inder estimations using fDn traces

Selfis Variance Analyzer
Hurst-index
0.55 0.466 0.5499
0.60 0.584 0.5890
0.65 0.570 0.6341
0.70 0.665 0.6921
0.75 0.648 0.7339
0.80 0.765 0.7756
0.85 0.841 0.8438
0.90 0.730 0.8674
0.95 0.839 0.9050
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Table 3. Hurst-indez estimations using real LAN traces

Selfis Variance Analyzer
Trace( Hurst-index)
AUGS89.MB(~ 0.80)|NotOpened 0.8166
AUGS89.MP(~ 0.90)| NotOpened 0.8662

6 Conclusions and Future Work

A tool for long-memory and self-similarity analysis for computer network time
series was presented. The Hurst-indez estimation tool, named Variance Ana-
lyzer, is based on the aggregated variance algorithm with tuned cut-offs. The
sources of inaccuracies in the aggregated variance algorithm were identified and
the correct selection of the low and high end cut-offs was proposed. A compari-
son procedure of Variance Analyzer versus Selfis showed that Variance Analyzer
presents better accuracy and minimum-bias estimates of the Hurst-index. The
comparison was performed by using known Hurst-indez and real LAN time se-
ries. Variance Analyzer robustness to long time series was also accomplished.
Based on this, Variance Analyzer should be the tool of choice when analyzing
time series via the aggregated variance method for fGn and fDn-like time series.
Variance Analyzer could also be employed for the analysis of other non-computer

network time series, e.g., geological, hydrological, etc.
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Abstract. Reactive systems are a relatively recent development in robo-
tics that has redirected artificial intelligence research. This new approach
grew out of a dissatisfaction with existing methods for producing inte-
lligent robotic response and a growing awareness of the importance of
looking at biological systems as a basis for constructing intelligent be-
havior. This works addresses the modeling of the reactive behaviors for
robots and virtual characters moving in unstructured and dynamic envi-
ronments. This model is based on the definition of the interaction com-
ponent (deformable virtual zone) of an internal state of the robot (or the
character) and leads to avoidance-oriented control laws. Experimental
results show the effectiveness of the proposed approach here.

1 Introduction

Collision avoidance has been an active research topic in Robotics. In general there
have been two directions in this area: motion planning and reactive behavior.
In motion planning, a collision-free path is planned an the robot is instructed
to follow the path [7], [3]. In the later approach, collision avoidance is built as a
reactive behavior of the robot. When the robot is close to an obstacle, it produces
a repulsive force which will push the robot away and thus avoid collision [4].

Both approaches have advantages and disadvantages. The reactive behavior
approach has a clear advantage in performance. In most cases it can be done in
real time or near real time, even when the number of degrees of freedom (dofs)
involved is large. Reactive methods can even avoid moving obstacles [10]. These
methods suffer, however, from the local minima problem. While the motion
planning approach does not suffer the local minima problem in general, it is
usually too slow to be used in an interactive (changing) environment.

From path planning to trajectory control, the motion planning problem for
robots has been thoroughly investigated in the case of structured environments.
Moving among unknown or badly modeled environments, practically induces the
necessity of taking unscheduled and dynamic events into account and reacting as
the living beings would do. Therefore, reactive behaviors play a fundamental role
when the robot has to move through unstructured and dynamic environments.
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For the last fifteen years, the scientific community has been interested in the
problem of reactive behaviors for collision avoidance in the domain of mobile
robots [11]. This kind of algorithm is based on the definition of a protecting and
deformable zone surrounding the robot (see next section).

In this trend, this work aims at providing a practical planner that considers
reflex actions and PRM techniques to account for planning with changing obsta-
cles. The paper is organized as follows. Section II gives an overview of the DVZ
principle. Section III describes the reactive PRM approach for both holonomic
and non-holonomic motion planning. A novel idea to solve the locomotion plan-
ning for virtual characters in dynamic environments is discussed in the section
IV. Finally, the conclusions and future work are presented in section V.

2 Biologically-Plausible Reactive Behaviors

In many industrial, exploration or lab robotic tasks, a robot mainly has to per-
form some subtasks: (i) collision avoidance, (ii) target pursuit, (iii) localization,
and (iv) path planning. The first three tasks obviously need perception capabil-
ities, while the fourth one also does when the environment is subject to change
(re-planning when a failure occurs).

The reactive control algorithm we use is based on the definition of a protect-
ing and deformable zone surrounding the robot. The DVZ (Deformable Virtual
Zone) is parameterized by the motion variables of the moving robot and can
deform in the presence of distance information in the robot workspace. When
an obstacle enters the sensor space, it induces a deformation of the DVZ that
will be compensated by the robot motion controller. Therefore, the algorithm is
a kind of 2-player game: the first one, i.e. the environment, induces undesired
deformations; the second one, i.e. the robot controller, tries to rebuild the DVZ.
This algorithm was first described in [11] for many applications and tested for
robots moving in 2 dimensions [10], flying robots or autonomous submarines
and also mobile manipulators [2]. This algorithm which was initially designed
for obstacle avoidance, has two main advantages. First, the environment does
not need to be a priori known, and second, the controller can take into account
other constraints such as target pursuit, altitude maintenance, course control
and so on. Figure 1 illustrates this general principle that will be described in the

next paragraphs.

2.1 Mathematical Basis

The general framework for formalizing this principle is the category D of topo-
logically equivalent sets of the (n — 1)-dimensional unitary sphere S7=1(0,1) in
R™. An object A of this category is related to the unitary sphere through an
homeomorphism (imbedding of the sphere):

§4:5"1(0,1) » ACR" (1)
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Fig. 1. DVZ principle in 2D.

The transformations between two objects A and B of D are the deformations
obtained by the combination of the two defining homeomorphisms:

épod;':A— B (2)

Let R C R™ be a convex rigid body, subset of the nD-space IR™. The bound-

ary OR of R can also be considered as the result of an imbedding of S™=1(0,1)
in R™. We have R € D and:

6r:5""1(0,1) - AR C R™ (3)

Reciprocally, if f is an imbedding of R in R™ with E = f (OR), we can say
that
f:0R—- ECR" (4)

Any object A € D separates R™ in two connected components, the interior

Int(A) of A and the exterior Ext(A) of A. Therefore, we have R = Int(A) &
Ext(A) ® A. A partial order is induced on D by the relation:

A < B & Int(A) C Int(B) (5)

The rigid body R will represent a controlled robot moving among obstacles

in R™. Any n-dimensional state vector characterizing the motion of R is denoted
as a vector

T=[p1p2...0n]T (6)

Axiom 1 We assume that the robot R can be controlled by the derivative of this
state vector. We note

=1 (7)

Definition 1 We define a DVZ of R as any imbedding = of R in R™ such
that the relation OR < Z(0R) holds. We have Z(3R) € D.

Definition 2 We define a controlled DVZ, =y, as a DV which depends on the
state vector characterizing the motion of R:
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En = p(m) ®)

Definition 8 Let P = (Zx, =) be a pair of two DVZ of R (the first one being a
controlled DVZ) and such that Z(OR) < Zn(OR). We define the deformation &
of the DVZ E), with respect to = as the functional difference of = and Zj:

== —-E (9)

According to this definition, the deformation A is a one-one map that as-
sociates the vector P — P, to the point M € AR, where P = Z(M) and
P, = Ep(M). It can therefore be considered as a vector field defined on dR.

Axiom 2 We assume that the robot can perceive distances in all directions of
space. We also assume that the set of mazimum distances that can be perceived
by R and the set of actually perceived distance are two objects of the category
D, respectively named sensor boundary and information boundary (respectively
denoted by © and ¥), such that ¥ < ©. The deformation I of © with respect to

v ig given by:
[=¥ -6 (10)
The deformation I can also be considered as a vector field on OR.

Definition 4 We define an uncontrolled DVZ, Z, as a DVZ which depends onf
the sensor boundary deformation I:

= =p() (11)

Let P = (Zn, =) be a pair composed of a controlled DVZ and an uncontrolled
DVZ, the deformation A of the DVZ Zj, with respect to = can be written:

A =E—E,=pI) - p(r) (12)

For a given point M € OR, the deformation vector A(M) depends on the in-
trusion of proximity information (M), in the rigid body workspace and on the

controlled DVZ =,.
By differentiating equation (12) with respect to time, we get:

A = —Vq[pl¢ + Vi[BlY (13)

where:e V¢ is the derivation operator with respect to the vectorial variable £ and

Pp=1I.

This equation can be rewritten as:

A= Ap+ By (14)
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Variations in A are controlled by a 2-fold input vector u = [¢ ¥]T. The first
control vector ¢, due to the robot controller tends to minimize deformation of
the DVZ. The second one, 7 is unknown and induced by the environment itself
(and could, at most, try to maximize these deformations). This equation will be
referred as the main equation of the problem.

Once the main equation obtained, its integration (i.e., the obtention of a
“good” control vector ¢) can be computed in 2 steps:

1. Choosing the desired variation of this deformation as a function of the real
deformation and its derivative:

Adea = _KpropA - KderA (15)

where Kprop and Ky, are heuristically chosen.
2. Computing the best control vector ¢ at time ¢ obtained by inverting equation
(14) after replacing the deformation derivative by its desired value A g.,:

é = At (Adea - B"!‘;) (16)

where Al is the inverse function (pseudo-inverse) of the linear function A

and B% is an estimation of the second control vector 7 at time t obtained
at time ¢ — 1:

B"ﬁ(t) — Aw'uea.mrcd(t - 1) - A¢(t — 1) (17)

The control law (equation 16) tends to minimize the function ||Age, — A
in the least-squares sense. The co-dimensional functional equation 14 cannot, of
course, be used directly. It is necessary to sample the sensor space in order to
obtain an n-dimensional definition of the DVZ. This can be done by considering
that the information vector has n dimensions (as many as the number of distance
sensors). Equation 14 keeps its general form but all its entries are now matrices
or vectors. Figure 2 shows some DVZ examples in 3D.

Fig. 2. Some DVZ examples in 3D.

In summary, collision avoidance is a 4-step process:

1. Measurement of the intrusion of information I as an n-dimensional vector
(as many dimensions as the number of sensors).
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2. Derivation of the deformation A and of its derivative A.
3. Estimation of the uncontrolled control vector .
4. Computation of the best control vector ¢.

3 Reactive Behaviors in Motion Planning

Robot motion planning has led to active research over the two last decades.
In particular, probabilistic techniques have received a lot of attention in recent
years [3]. They have proven to be effective methods that can be applied to
different problems arising in fields as diverse as robotics, graphics animation,

computational biology.
Probabilistic roadmap method (PRM) is a general planning scheme building

probabilistic roadmaps by randomly selecting configurations from the free con-
figuration space and interconnecting certain pairs by simple feasible paths. The
method has been applied to a wide variety of robot motion planning problems
with remarkable success. PRM planners have been originally designed for solving
multiple-query or single-query problems.

Dynamic changes in the environment are very common in many motion plan-
ning applications such as planning for evolving industrial environments, naviga-
tion in real or in virtual worlds.

The adaptation of PRM planners to environments with both static and mov-
ing obstacles has been limited so far. This is mainly because the cost of reflecting
dynamic changes into the roadmap during the queries is very high. On the other
hand, single-query variants, which compute a new data structure for each query,
deal more efficiently with highly changing environments. They however do not
keep the information reflecting the constraints imposed by the static part of the
environment useful to speed up subsequent queries.

The proposed approach integrates the lazy PRM planning method [1], [6] and
the reactive control by DVZ [11] in the following way: a collision-free feasible
path for the robot is calculated by the lazy PRM method, the robot starts
moving (under the permanent protection of its DVZ), in the absence of dynamic
obstacles, the control is performed by the lazy PRM method and does not require
reflex commands. If there are dynamic obstacles in its path, the reactive method
takes the control and generates commands to force the robot to move away from
the intruder obstacles and gives back its DVZ to the original state.

In this point, the robot has lost its original path, and it is necessary to search
for a reconnection path to reach its goal. The new path found is a single collision-
free curve of Reeds & Shepp for non-holonomic robots or a straight-line path for
holonomic ones. If the attempt of reconnection is successful, the robot executes
its new path towards the goal. The new alternative path was obtained with
the lazy PRM method by using the information stored in the current robot’s
configuration, but if a deformation appears, the processes are interrupted by
reflex actions that forces the planner to go back to the previous state.

After a successful reflex action, the mobile robot recovers the intact state
of its DVZ, but its initial planned path will be lost. The lazy PRM method
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needs to have a path to push the robot to the goal and it will be necessary to
provide a path for such aim. Due to the high computational cost of a complete
replanning, the method will avoid it by executing a process that uses a single
path to reconnect with the planned path.

If the reconnection attempts fails, it may happen that paths are blocked by
many dynamic objects, or a moving object is parked obstructing the planned
path. In this case, the planner executes the lazy PRM method (the initial con-
figuration is the current configuration in the robot). The lazy PRM will be
called several times until it returns a collision-free path. If after some attempts
a collision-free path can not be found, the planner reports failure.

The algorithm can finish in three forms: i) the robot executes its path suc-
cessfully, ii) the reflex action is not sufficient and a collision occurs, or iii) the
robot does not find an alternative path to conclude its task.

In order to evaluate the performance of the proposed approach, we present
some experimental results for car-like robots. The moving obstacles have a square
form and move at constant velocity in straight line. Whenever they collide with
another object they assume a new random direction in their movement.

Figure 3 shows an environment composed of four static obstacles and several
dynamic obstacles moving randomly at the same velocity than the mobile robot.
Figure 4 shows an environment with narrow passages.

: /’¥

N

#

Fig. 3. An example of a query and its solution path (left) in an environment with 30
moving obstacles. The robot starts moving under the permanent protection of its DVZ
(right), the scene contains 5 moving obstacles.

In fact, the method’s performance can be considered satisfactory if it presents
a fast planning phase, reflex actions based on sensors that do not require expen-
sive algorithms, an effective process of reconnection performed in milliseconds,
and a process of replanning that is executed if the Lazy PRM and DVZ’ s pa-
rameters are appropriate. As mentioned in earlier sections, it can be considered
that the methodology proposed here, includes these characteristics. The plan-
ning time is reduced due to the incomplete collision detector whose work is
complemented with the robot’s sensors during the path execution. On the other
hand, the assignation of direction angles to the nodes that conform the shortest
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Fig.4. An environment composed of some narrow passages. The scene contains 10

moving obstacles.

paths obtained by the algorithm A*, produces curves that allow the algorithm
to omit the optimization process (i.e., the smoothing process). With respect to
the reconnection process, the paths obtained with the planner are conformed
by a single Reeds & Shepp curve and based on the incomplete collision detec-
tor, making short the time and close to optimal the curves obtained with the
algorithm. Since the reflex actions are provided by the DVZ method, it is possi-
ble to interrupt the reconnection and replanning processes if necessary, without

incurring in bigger problems.
The proposed method in this section is general, even though we presented

the case of motion planning for car-like robots. The DVZ’s form is different, for
manipulator robots we can use a cylinder.

4 Animating Reactive Motions

The synthesis of realistic human motion is a challenging research problem with
broad applications in movies, cartoons, virtual environments, and games.

Due to the quality and realism of the result, the use of motion captured data
has become a popular and an effective means of animating human figures (8]
However, since it is an inherently off-line process, there has been great interest
in developing algorithms that are suitable for interactive applications. Designing
appropriate control schemes can be difficult and only a limited number of meth-
ods consider reactive motions due to the presence of applied external forces [12],

[5].

We propose to solve the locomotion planning problem for virtual characters
evolving in a dynamic environment using a novel technique. While the legs and
the pelvis of the virtual character follows a planned path, the animation of
the upper part of the body is updated for 3D collision avoidance purposes (this
happens normally in absence of dynamic obstacles, see Figure 5). In the presence
of dynamic obstacles in its path, the reactive locomotion control takes the control
and generates commands to stop the character and to let pass the intruder

obstacles before forcing its DVZ to the original state.
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Fig. 5. Avoiding a branch.

Let us remember how it is possible to solve the collision avoidance problem for
the reactive degrees of the character by using the warping module. The objective
of the warping module is to locally modify the animation of the upper bodies of
the character (arms and spine) when collisions occur in the animation produced
by the locomotion controller. Each key-frame of the sequence is scanned and
a collision test is performed. If a collision exists, the frame is marked. All the
marked frames are gathered into connected subsequences, which are extended to
create blocks absorbing collision-free frames in the neighborhood of the colliding
subsequences. Such a subsequence extension is considered to provide smooth
motions able to anticipate the corrective actions to be done. Each connected
frame block is then processed independently. By following a similar idea to this
proposal, it is possible to evaluate the deformation of the DVZ in each frame.
Figure 6 illustrates our approach.

[ Motion I [ Regme
m
controller controller

Motion
buffer

Render engine

Fig. 6. An architecture for animation in dynamic environments.
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In this work, we used a model of character of 52 degrees of freedom. The mo-
tion library is provided by the CMU Graphics Lab Motion Capture Database.
Figure 7 illustrates the execution of the planner in a complex environment, a
mall. The figures were trimmed, to show the part where the character walks and
finds dynamic obstacles. The reflex commands in our approach are simples, be-
cause when the character finds dynamic obstacles, the most obvious and natural
form to react is stopping the action (walk or running).

Fig. 7. Snapshots showing the action of the reactive controller to avoid dynamic obs-

tacles.

The automated synthesis of motion for characters in unstructured environ-

ments is difficult because it requires solving a planning problem subject to mul-
tiple constraints. Obstacles in the environment constrain the motion in an obvi-
ous fashion, as typified by narrow passages. Other types of constraints include
a character’s joint limits, the requirements for balance, the character’s natural
disposition for particular postures and motion, and so on.

In this work, we have presented a novel idea to solve the locomotion planning
problem for virtual characters in dynamic environments. This approach provides
good results and mainly the running times are acceptable. Obviously, the free
parameters of the DVZ are adjusted by hand, but they do not present greater
problems. Also, we made tests in situations where the character must avoid
dynamic obstacles and at the same time it must avoid collisions with static
obstacles (when the upper part of the body encounters them) (see Figure 8).

5 Conclusions and Future Work

In recent years, robotics has been subject to promising advances in sensor and
actuators hardware, sensory processing techniques and low-level control meth-
ods. Yet, the are has not been benefited to the full amount from the availability
of powerful knowledge presentation tools and action calculi.

Many of the designers of reactive systems look to biology as a source of
models for use in robots. Although the diversity of these efforts is significant,
ranging from traditionally engineered systems to those that dedicate themselves
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Fig. 8. Avoiding dynamic and static obstacles.

to faithfully replication biological behavior, this work reports on two examples
that have affected reactive and hybrid system design.

The algorithms implementing the DVZ method can be seen as low-level inter-
actions with the robot environment and must be coupled with high-level motion
planning procedures. We have implicitly assumed that these high levels of con-
trol were existing to let the robot come back to its initial mission after a purely
“reactive behavior”.

A reactive lazy PRM planner for dynamically changing environments is pre-
sented in this paper. The results obtained in the evaluation of the reactive lazy
PRM planner proposed in this work, show the importance of finding a solution
for the complex problem of motion planning in dynamic environments.

Although some promising results are shown in its present form, the planner
can be improved in a number of important ways. This approach can be extended
to use real robots and to solve the problem posed by small static obstacles.
Besides, some cases where the reflex actions are not sufficient to avoid collisions,
were observed during the evaluation tests. Theses cases are difficult because they
require a more intelligent behavior in order to avoid the robot to be trapped. In
those cases, it can be necessary to add a process that computes the trajectories
of moving objects and corrects the robot’s path in real time.

Interactive generation of reactive motions for virtual humans as they are hit,
pushed and pulled are very important to many applications, such as computer
games, movies, cartoons, virtual environments. The use of motion captured data
has become a popular mean of animating virtual characters, but since it is an
off-line process, there has been great interest in developing algorithms that are
suitable for interactive applications.

In this work, we have presented a novel idea to solve the locomotion planning
problem for virtual characters in dynamic environments. This approach provides
good results and mainly the running times are acceptable. Obviously, the free
parameters of the DVZ are adjusted by hand, but they do not present greater
problems. Also, we made tests in situations where the character must avoid
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dynamic obstacles and at the same time it must avoid collisions with static
obstacles (when the upper part of the body encounters them).

The DVZ method can be used obviously with vision (instead of using other

sensors like the telemetric or laser). For the collision avoidance scheme, the main
input is the distance field in the robot front space. Stereovision allows this 3D
reconstruction by measuring the disparity field in two images. By capturing
images at successive step times, two or more cameras can also be used to detect
motion in the robot workspace. Assuming that almost all points in the robot
workspace are static, it is also possible to derive an expression of the ego-motion
(self motion of the robot) and to fuse it with proprioceptive information.

References

1.

2.

® N

10.

11.

12.

Bohlin R. and Kavraki L. E. “Path planning using lazy PRM”, Proc. of the IEEE

Robotics and Automation Conference, (2000) 521-528
A. Cacitti, R. Zapata. Reactive behaviours of mobile manipulator based on the

DVZ method, Proc. of the IEEE Int. Conf. on Robotics and Automation, (2001)

680-685
Kavraki L. E., Svetska P., Latombe J. C., and Overmars M. H. Probabilis-

tic roadmaps for path planning in high-dimensional configuration spaces, IEEE
Transactions on Robotics and Automation, Vol. 12, No. 4, (1996) 566-580

O. Khatib. Real-time obstacle avoidance for manipulators and mobile robots,
International Journal of Robotic Research, Vol. 5, No. 1, (1986) 90-98

T. Komura, H. Leung and J. Kuffner. Animating reactive motions for biped lo-

comotion, ACM VRST 04, (2004)
Lanzoni C., Sdnchez L. A., and Zapata, R. “A single-query motion planner for

car-like nonholonomic mobile robots”, 9rd International Symposium on Robotics

and Automation (ISRA), (2002) 267-274

J. C. Latombe. Robot motion planning, Kluwer Academic Publishers(1991)

A. Sénchez L., J. Sénchez T. and R. Zapata, Planning motions for animated
characters, Journal Research on Computing Science, Vo. 17, (2005) 265-274

J. Sénchez T., A. Sénchez L., M. Rodriguez C., X. Hernandez V. and G. Garcia
L., RMP3D: A multipurpose platform for motion planning, Journal Research in
Computing Science, Vol. 20, (2006) 167-178

A. Sanchez L., R. Cuautle P., M. Osorio L. and R. Zapata. A reactive lazy
PRM approach for non-holonomic motion planning, J. S. Sichman et al. (Eds. e

IBERAMIA-SBIA 2006, LNAI 4140, (2006) 542-551
R. Zapata, P. Lépinay and P. Thompson. Reactive behaviors of fast mobile robots,

Journal of Robotic Systems, Vol. 11, No. 1, (1994) 13-20
V. Zordan and J. Hodgins. Motion capture-driven simulations that hit and react,

ACM Computer Animation, (2002)



Haptic Guided Exploration
of Deformable Objects

Omar Arturo Domfnguez Ramfrez! and Vicente Parra Vega?

! Universidad Auténoma del Estado de Hidalgo
Centro de Investigacién en Tecnologfas de Informacién y Sistemas
Carretera Pachuca-Tulancingo Km 4.5, Pachuca, Hidalgo, México
2 Robotics and Advanced Manufacturing Division-CINVESTAV
Carretera Saltillo-Monterrey Km 13.5 Ramos Arizpe, Coahuila 25900, México.
omarQuaeh.reduaeh.mx, omar@uaeh.edu.mx » vVparraQcinvestav.mx

Abstract. Perception and interaction with virtual ob Jjects through kines-
thetic sensation and visual stimuli is the basic issue of a haptic interface.
If a real object is located at a remote station and explored (in contact)
with a passive device, a haptic interface in a local station can be used
to perceive its spatial and surface attributes. This is one type of haptic
guidance. This problem has been addressed with undeformable object,
and contact force modelled with the penalty-based method. However,
this approach yields limited haptic properties of the object, and if the
object is deformable, it is difficult to achieve stable contact. However,
there exists relevant tasks for exploration of deformable objects, such as
exploration of fruits, skin of animals and dermatological procedures. Mo-
tivated by these kind of tasks, an approach for guided remote exploration
of deformable objects is proposed in this paper. A real object is explored
in a remote location and object attributes and properties such as spatial
location, shape, texture and roughness are perceived with a constrained
Lagrangian-based decentralized force-position controller in the local sta-

tion. Stable interaction is theoretical proved and experimental results
using PHANToM 1.0A validate the approach.

1 Introduction

1.1 Haptic Interface

The kinesthetic perception is possible by means of the use of an electromechanical
device (haptic device) in closed loop with the virtual object [1]. The high band-
width of the tactile force-pressure physiological sensor of the operator requires
high precision haptic interface to stimulate correctly the mechanoreceptors of
the operator, while low bandwidth haptic rendering is required for visual stimuli.
However, the haptic rendering graphics should convey deformation of the virtual
world accordingly to the bilateral force-pressure stimulus [1]. In particular, the
PHANTOoM haptic interface [1], [2] has successfully being used for this purpose,
though its application programming interface GHOST has limited capabilities
since only simple undeformable primitives can be programmed. Therefore, simple
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spring-based contact force models can be implemented. Though recent GHOST
version allows simple dynamic properties to the virtual environments, and Phan-
tom uses simple PID-based cartesian stiffness control, nowadays Phantom stands
for a high end haptic interface, however this two facts further limits the scope
of this haptic device for dynamic-based virtual environments, this device may
become a powerful haptic interface if stable interaction with deformable objects
can be established. On the other hand, some application for haptic teleopera-
tion or haptic guidance have been proposed. In particular, new haptic guidance
schemes are under research, wherein a master passive robot guides the remote

haptic robot under different configurations.

1.2 Haptic Training

Haptic guidance can be used for training[12). We identify four classes haptic
guidance: Configuration 1. Haptic Guidance: The master sent only its position
and contact force as desired references to the remote haptic interface. Config-
uration 2. Haptic Guidance Control: As configuration 1, but the master also
controls the remote haptic interface. The difference between 1 and 2 is that in
configuration 2 the master station controls directly the remote station, while
configuration 1 implements an independent control loop in the remote station.
Configuration 3. Haptic Guided Ezploration: As definition 1, but the master
performs a recognition task. Configuration 4. Haptic Guided Ezploration Con-
trol: As definition 3, but the master controls the position and contact force of the
remote haptic interface. The difference between 3 and 4 is that in configuration
4 the master station controls directly the remote station, while configuration 3
implements an independent control in the remote station. Finally, the difference
between guidance and guided exploration is that a guided exploration config-
uration involves perception of shape, texture, and roughness, in contrast to a
guidance configuration wherein this object attributes does not play a significant
role. For instance, in some guided exploration tasks back and forth, and lateral
motions might be important, while in guidance this movements are not impor-
tant to complete the task. In this paper, we are interested in Haptic Guidance

Ezploration (configuration 3), which is useful for rapid training.

2 The Problem and A Solution

2.1 The Problem

How can haptic exploration of a deformable object be performed when an expert
is training an inexpert? This interaction involves two haptic interfaces and two
human operators, therefore compliant interaction arises. This new paradigm in
haptic interfaces has been poorly explored, and [12] offers an extraordinary re-
view on this subject. Haptic exploration involves contact to deformable object.
This deformation may come from the deformation of the object itself due to the
contact force, or, if the object is very stiff, deformation may occur due to the
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compliance of whole system. Remember that the human operator is driving the
system, thus a compliant contact action occurs with deformation. It is evident
that the solution of this problems requires contact force based on the dynamics of
the whole system. From this viewpoint, it is also evident that Hooke ’s Law-based
contact force will not suffice since a static mapping is used. It was shown in our
previous paper [9], [11] that that interaction with the constrained lagrangian
allows stable interaction in contrast to the contact force model based on the
Hooke s Law (called penalty-based method, which is hugely popular among the
haptic research community due to the simplicity, despite of its limited perfor-
mance and prone to instability). The high-end kinesthetic coupling that arises
using the constrained Lagrangian method yields a more realistic contact force
as a function on the dynamical properties of the whole system. An illustrative
example of haptic guided exploration could be an expert surgeon carrying out
a surgical exploration (the master is in contact to a real object), and in a re-
mote station a inexpert surgeon is holding a haptic display for training purposes.
However, this scheme allows control to the inexpert surgeon to test its abilities.
Or an expert painter training an candidate painter while the expert painter is
painting. For this two cases, it is relevant not to implement direct control from
the master to the remote station. The master can be real [13] or virtual.

2.2 The Solution

A haptic guidance scheme for guided exploration is implemented to yield an
active haptic exploration with purposes of remote training, with simultaneous
control of force and position on the remote station. Second order Lagrangian dy-
namics are assigned to the virtual objects, and to the PHANToM haptic device.
Then, constrained Lagrangian algorithm is implemented to compute the reaction
force based on the dynamic properties of the dynamical virtual world and the
PHANTOM device. The components of this contact force is used to reproduce
object attributes such as shape, texture and roughness to allow a more realist
contact force compliant to the real sensations of remote exploration.

3 Exploration of a Remote Real Object

There are two robotic systems involved in haptic guidance. In the remote station,
the remote robot can be a passive linkage robotic arm exploring the real object
in contact; this remote arm is equipped with angular position sensors and force
sensor to measure angular displacement and real contact forces with the object.
At the local station, a haptic display is required to generate the force contact

coming from the real contact at the remote station. In this paper, we consider
that two Phantoms are involved in each side.

3.1 Constraint Dynamics of PHANToM at Each Side

PHANToM 1.0A is a mechanism of articulate links, with n revolute joints de-
scribed in generalized joint coordinates (g7, ¢7)T € R?"®. The dynamics presents
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I Fotce and Position Comoll

Remote Station

Local Station

Reference:

g Q : Generalized joint coordinstes
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Fd :Reference force

Ftex : Texture force

Ft: Ruggedness force

Virtual Envitonment

Fig. 1. Remote exploration of a real object through a haptic interface with haptic

guidance controller

1 in its movement, defined by the following algebraic and differential

restrictio
system of equations,
. " - Jg'
M(a)q+C(q,q)q+G(Q)='r+|—|77,Tfr (1)
v
v(g)=0 (2)

where M (g) € R®*3 denotes a symmetric positive definite inertial matrix,
C (g,4) € R%*® is a Coriolis and centripetal forces matrix, g (g) € R" mod-
els the gravity forces, 7 € R3 stands for the torque input, fr € R is (for r=1is

one point contact, a scalar) constrained Lagrangian representing the magnitude

T
of the contact force, ]]T‘L.}L'F[[ stands for the normalized projection of the jacobian
eJe

J, € R, Jp, = Jp(q) = [5%-90(0) 5%90 (g) %w(q) . which arises normal at
the contact point. The following equation holds while the end-effector is moving

on the constraint surface ¢ (g) = 0,
(@) =Jp,g=0 (3)

and,
@(q) = Jod + jwd =0 (4)

These equations must be satisfied for consistency of the solution of the DAE
system.



Haptic Guided Exploration of Deformable Objects 247

3.2 The Local Station

Real Remote Object The surface of the object is described by a geometric
function ¢(g) = 0. Based in the constrained dynamic model (1)-(2). The real
object can be modelled in terms of the generalized coordinates g since ¢(g) =0
as a mass-spring-damper system as follows

mé(q) + bé(q) + ké(g) =0 (5)
where m is the mass, b is damper and k is spring. This pointwise model is

consistent to the formulation of one point contact of the DAE system (1)-(2).

Computation of Contact Force for Local Phantom It is assumed that
there exists a force sensor that delivers fr in the remote station.

3.3 The Remote Station

Virtual remote object Similar to subsection 3.2, where now the virtual object

is assigned a lumped second order linear dynamics with respect to its inertial
frame.

Computation of Contact Force for Local Phantom Phantom is not equipped

with a force sensor. Then, we propose to compute it by solving the DAE system
(1)-(2) for f- as follows. First for stable interaction (¢(g) = 0), the haptic display
must stay in contact to the virtual object, then the acceleration £¢(q) must equal
the acceleration ¢(g), that is £(g) = ¢(g), and then (5) becomes

m(q) + bi(q) + kp(g) =0 (6)
Using (4), equation (6) becomes
m(Jpd + Jpd) + bp(q) + kip(g) = 0 (7)
Solving (6) by using (1) we obtain

. " Jz

§=M(q) 1{—C(q,d)d—G(Q)+T+—“’—T—fr} (8)

(R

Now, compute the constrained Lagrangian f, from (7) and (8) as follows
1795 | . -
r= -b -k - ]
AT {-b0 (@) - ko () - mipi+

mJ,M(q)™(C (9,4) 4+ G (g) — 7)} 9)

Notice that the constrained Lagrangian f, is function of Jy, and dynamics of
the haptic device and the object.
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3.4 Reproducing Object Properties in the Remote Station

Equation (9) represents the reaction force in terms of: i) the PHANToM dy-
namics; ii) the dynamics of the virtual object, and iii) the controller 7. Notice
that acceleration is not required. In this way, the controller 7 will track (repro-
duce) the desired trajectories, that is the real contact force fr—iocat Of the local
station becomes the desired contact force for the haptic device in the remote
station, that is frd—remote = fr—local; and thus gd—remote = Qlocal for position.
Since the object in the remote station exhibit roughness and texture through the
contact force fr4, then if a controller 7 guarantees that fr—remote converges to

then it also guarantees that the real object properties are perceived
least a three degree of freedom

[f,,,fy,fz]T, and in the next
and texture in terms

f rd—remote;
in the remote station. Now, since there exists at

force sensor in the local station, then fr—iocal =

section we propose how to parameterize roughness, shape
of [fz, fy, f-] and object parameters. Notice that these properties are parame-

terized by the operational contact forces at each unitary axis %, j, k, which are
available from the force sensor and friction parameters. In this way, since 7 gen-
erate tracking of [fz, fy, fz), it will guarantee also tracking of roughness, shape

and texture.

4 Computation of Texture, Roughness, and Haptic
Exploration

ce sensor measurement when

we discuss an approach that
easurements.

How to reproduce object properties with only for
sliding over a real remote object? In this section,
synthesizes texture, roughness, and shape from fz, fy, and f; m

4.1 Roughness Perception

The sliding friction between two different materials with contact area defined by
A, is equal to the load W divided by the flow stress P,, of the weaker of the two
solids in contact. At this region of contact, the solid form a number of junctions
as if they were welded together. Friction F represents the force required to shear
these junctions apart. Mathematically, the theory is expressed as,

w
A= 2 (10)
F=As (11)
F s
r=Ww =B (12)

where s is the shear stress. Thus, the coefficient of friction p <« 1 may be
represented by the ratio of shear stress to flow stress of the material, and becomes
its intrinsic property. Roughness arises as function of the sliding motion over the
surface of the object, thus roughness is function of the tangential friction fr.
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qi

Fig. 2. Geometric decomposition in the contact point

Since fr arises at the tangential plane at the contact point, see figure 2, it is
then function of joint velocity.4, in terms of X = Jq as follows

fr=p/(f2+ )X

where, fz,f: € S;. X = Jg, with J as the Phantom jacobian matrix. The
torques based on the tangential friction force is defined by the equation,

Ti= JTfT

Te=puV/(f2 + f2)JTJ4 (13)

In this way, we can model the roughness by simply assigning values to f, f, or
these variables can be generated on line by the master station.

4.2 Texture Perception

The perception of surface texture is a specific design issue in force feedback
interfaces. Manipulation of everyday objects, the perception of surface texture
is fundamental to accurate identify contact points and apply the correct internal
contact force. In a virtual environment also, haptic texture information can both
increase the sense of realism of an object as well as convey information about
what the object is and where it is. Phantom haptic device convey texture by
actuating kinesthetic forces on the users fingers. In this work we model the
texture property as a periodic function

Tiez = Amp (sin (27 ft) + 1) (14)

where Amp stands for half of the maximum value of texture torque, f stand for
the frequency in hertz and ¢ is the time in seconds.
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4.3 Shape Perception

Shape is perceived by the normal contact force of an object. Thus, equation (9)
directly provides this perception in absence of roughness and texture.

5 Haptic Exploration Control

Haptic guidance schemes are employed in tasks of remote training. The haptic
device defines, in the station teacher, the position references (free motion) or
position and forces (constrained motion) that will reproduce in the remote device
(station remote). Experiment is shown in diagram of the figure 1. We use a
nonlinear PID control [4], [7] for free movement experiments, and a simultaneous
control of force and position for constrained movement experiments with the

human on the loop (7], [8],[10].

5.1 Free Motion Control of the Remote Station

A nonlinear PID control [4] is proposal for haptic guidance task in free movement.
This control compensate the nonlinear dynamics in continuous mechanical plants

with tracking capability. The nonlinear PID controller given by

t

T = —kpAq — kyAqg + kaSa — ki / sgn(Ag + aAgq — Sa)ds (15)
to

where Sy = (Ad(to) + aAq(to)) exp—k(t—to) for kp,ky,k,a > 0, are positive

feedback gains of appropriate dimensions. Tracking errors are defined as Ag =

g — g4, A¢ = ¢ — ga for position and velocity, respectively. Desired values are

the real position and velocity of the local station. This controller guarantees

exponential tracking without using the model, see [4].

5.2 Constrained Motion Control of the Remote Station

We makes use of our previously proposed control law [7]

T=—Tp—Tf—Td (16)
where
Tp = —Kp(t)Aq — Ky (t)Aq — Kip(t)Ip
Tp = KF(t)AF + K\ (t)AX — K,‘F(t)ff
Td = KgN + C(t) (17)

and K,(t), Ko (t), Kip(t), Kir(t), Kr(t), KA(t), IF, I, K4(t), N, ((t) are time vary-
ing feedback gains that depends on matrix Q (q) = I — J3 (g) (Jp (g) JT (q))—1
stands for the orthogonal projection of the normal of a matrix J, € =3, and on
JT. Gains a, B are positive constants, AF = [(fr — fra)dt, Ka = K € R™",
fa are positive gains. This controller guarantees fast simultaneous tracking of
position and force trajectories defined by the master operator. See (7].
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5.3 A Stable Switching Algorithm

Remote exploration involves free and constrained motion, that at least two con-
trollers are switching over time (it was shown that switching of these controllers
is stable). The algorithm is as follows

— Phase a (Without interaction): ¢ (q) > € — Free Motion Control
— Phase b (Collision detection): —e < y(g) < € — Constrained Motion Control

— Phase c (Stable interaction with deformation): ¢ (q) < —e — Constrained
Motion Control

where € = 1 — 107° m. It can be seen that the applying the constrained
Lagrangian method, in contrast to the penalty-based method, involves low fre-
quencies over the virtual object. This allows a stable interaction, as proved in
[14], without trembling for deformable objects.

6 Experiments

6.1 Experimental Setup

The conditions of the experiments are defined in a parallel plane S; to the
plane X — Z, the human operator of the remote station develops a circular
trajectory on the plane S; with texture and ruggedness (in way emulated by
means of references to the controller of force and position in the local sta-
tion). The constraint surface is ¢ (q) = lp — I3 cos (g3) + U3 sin (g2) — yo, where
ly = lz = 139.7 mm. The parametric equations that define the trajectory are,
z=h+rcoswt,y =1yp,z=k+7rsin wt), this equations correspond to a circum-

ference in the plane S;, with center in C (h,y0, k) and radio r. The Jacobian of
PHANTOM is given by

liciea +1zs3c1  —lys18; Igsic3
J = 0 1162 l233 (18)
- (118162 + l28183) —l18261 126103

where ¢, = cos(x) and s, = sin (). The time in all the experiments is of
t = 5 seconds. In all the experiments, the following parameters were used,
h = —25.0 mm,yp = 20.0 mm,k = 0.0 mm,w = 2T”radsec“1. To define the

texture the equation (14) is used, and to define f, and [ the following equation
is implemented,

J‘Pn (19)

(
z = Rsin (27 fpt
fo = Rein(@nfat) | 124

: J‘Pls
fz = Rsin (27 fpt) T, I

In the table 1 presents the parameters used in each one of the experiments,
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Ezperiment Amp f p R fr

1 o 0o 0 00O
2 150 0.5 0.015 50 0.5
3 150 1.5 0.015 50 1.5

4 — deformation 150 0.5 0.015 50 0.5

Table 1. Parameters used in experiments

6.2 Results

iments of configuration 1, given in section 1. It can be
t direct interaction of the master station over the local
(inexpert) station, smooth haptic performance is obtained. Fig. 4 describes the
experiments of configuration 2, given in section 1. Note that once texture and
tangential friction is present over the path to be followed, the collision detection
algorithm allows stable switching, while tracking is obtained. Fig. 5 describes
the experiments of configuration 3, given in section 1. In this configuration local
force-position control loops is implemented to allow kinesthetic stimuli of de-
sired force-position trajectories, generated by the master. Texture does exhibit
a frequency three fold of the previous case, and it is reproduced effortlessly with
stable interaction. Fig. 6 describes the experiments of configuration 4, given in
section 1. In this configuration direct control is performed through the master
over the local station, wherein considerable deformation is achieved with sta-
ble contact, and even during deformation, texture and roughness is perceived

seemingly.

Fig. 3 describes the exper
seen that when there is no

7 Conclusions

ow remote exploration of a real object is proposed. A gen-
n constrained robot dynamics renders & Lagrangian-based
way to produce shape, roughness and

A haptic system to all
eral framework based o
contact force controller within a systematic
texture properties of the remote object under exploration. Even during defor-

mation, these object properties can be perceived. The system is stable for free,
collision and constrained motion by using a novel decentralized class of force-
position robot control. Impedance can be easily incorporated, though it would
not render tracking of both trajectories. This result has been supported theoret-
ically, and experimental evidence suggest a successful exploration of dynamical
(deformable) remote objects. Note that the lumped model of the object is cal-
culated at each instant, and resembles the FEA since second order dynamics
are computed in every point of the object. The computational cost is quite low,
and yet formal stability arguments guarantee stability of the closed-loop system,

critical for remote virtual training.
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Abstract. We introduce two kinds of traffic signal control methods
based on a paraconsistent annotated logic program called EVALPSN.
One is for single traffic signal control and another one is for coordinated
traffic signal control. We explain both of the methods with a simple ex-
ample of intersections and introduce the simulation results of the two
kinds of EVALPSN traffic signal control methods by comparing them
with two conventional ones.

Keywords : EVALPSN(Extended Vector Annotated Logic Program with

Strong Negation), traffic signal control, paraconsistent annotated logic
program, defeasible deontic reasoning.

1 Introduction

We have proposed a paraconsistent annotated logic program called EVALPSN
(Extended Vector Annotated Logic Program) that can deal with defeasible de-
ontic reasoning and paraconsistency [9,10]. Some applications of EVALPSN to
various kinds of control and safety verification, robot action control, discrete
event control, and safety verification for railway interlocking and air traffic con-
trol have been introduced [9, 12, 15]. Moreover, we have shown that some specific
EVALPSNs can be easily implemented on microchips [13].

Traffic jams caused by inappropriate traffic signal control are serious envi-
ronmental issues that we have to overcome. Conventionally, traffic signal control
is divided into three kinds; single, coordinated and broad area ones according
to the number of traffic signals to be controlled. In single traffic signal control,
each traffic light is controlled independently. On the other hand, in coordinated
ones, a series of traffic lights on the same route are controlled.

Recently various intelligent traffic signal control methods in which fuzzy logic,
neural networks, GA(Genetic Algorithm), etc. are used for optimizing control
have been proposed [1, 5, 6, 16]. Furthermore a traffic signal control method based
on GA has been applied in a real scenario [4,19, 20]. However, the method takes
a long time to compute optimal solutions and is not so appropriate for real-time
control. We have already proposed an intelligent real-time single traffic signal
control system based on EVALPSN and have shown that it could reduce the
traffic density 10% to 15% in simulation [14]. In this paper, we extend the idea

© 8. Torres, I. Lopez, H. Calvo. (Eds.) Received 20/02/07
Advances in Computer Science and Engineering Accepted 08/04/07
Research in Computing Science 27, 2007, pp. 255-266 Final version 16/04/07
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of EVALPSN single traffic signal control to a coordinated one and propose an

EVALPSN based coordinated traffic signal control system.
This paper is organized in the following manner: firstly, we review EVALPSN

briefly; next we introduce the idea of EVALPSN single traffic signal control with
a simple example, how to formalize it in defeasible deontic formulas, and how to
translate them into EVALPSN; subsequently, we formalize the coordinated traffic
signal control for the example in defeasible deontic formulas, and translate them
in EVALPSN similarly; last, we show the simulation results of the EVALPSN

based coordinated traffic signal control system by comparing them with two

conventional ones.
We assume that the reader is familiar with the basic knowledge of logic

programming(7].

2 EVALPSN

review EVALPSN, the details of EVALPSN are found in
truth value called an annotation is explicitly attached to
each literal in annotated logic programs [2]. For example, let p be a literal, u an
annotation, then p:pu is called an annotated literal. The set of annotations con-
stitutes a complete lattice. An annotation in EVALPSN has a form of [(7, j), 4]
called an eztended vector annotation. The first component (i, 7) is called a vector
annotation and the set of vector annotations constitutes the complete lattice,

First we will briefly
[9-11]. Generally, a

To(n) ={(z,y)0<z<n, 0=y <n,z,y and n are integers }

in Fig.1. The ordering(=y) of the lattice T,(n) is defined as : let (z1,%1), (T2, %2)

€ Zy(n), .
(z1,91) =v (T2,y2) iff 21 <22 and Y1 <2

For each extended vector annotated literal p:[(3, 7), u], the integer 7 denotes the
amount of positive information to support the literal p and the integer j denotes
that of negative one. The second component u is an index of fact and deontic

notions such as obligation, and the set of the second components constitutes the

complete lattice,
Ta= {-L; o, B, 7Y, *1, *2, *3, T}'

(2,2)

.
1,2) (2,1) 3 4’ "
(0,2) (2,0)
1) ‘ Go 7 :
L

(0,0)

Fig. 1. Lattice 7,(2) and Lattice 7a
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The ordering(=<4) of the lattice 7y is described by the Hasse’s diagram in Fig.1.
The intuitive meaning of each member of the lattice 73 is L (unknown), o (fact),
B (obligation), v (non-obligation), *; (fact and obligation), *, (obligation and
non-obligation), *3 (fact and non-obligation), and T (inconsistency). Then the
complete lattice 7. of extended vector annotations is defined as the product
Ty(n) x 7. The ordering(=.) of the lattice 7, is defined as follows :

let [(il,jl): ﬂl] and [(i2sj2)' ﬂ'2] € 7;:

[(Z1,51), 1] e [(22,52), p2) F  (31,51) <o (42,52) and gy =g po.

There are two kinds of epistemic negation (—; and —3) in EVALPSN, which
are defined as mappings over 7,(n) and 73, respectively.
Definition 1(epistemic negations —; and -2 in EVALPSN)

ﬁl([(i’j)’ F"]) = [(j!i)’ ﬂ']: Ve Ty

=2(((2,5), 1]) = [(3,5), L], —2(((54), o) = [(3, ), 0],

_‘2([(2,.7)151) = [(7".7)’ '7]1 —'2([(2.:.7.)9'7]) = [(7',.7): ﬁ]’

=2(((5,5), %1]) = [(5,3), %3, —2([(F, 5), *2]) = [(3, 5), *2],

"2([(iaj)$ *3]) — [(iij)a*lli "‘2([(2.'.7')’ T]) = [(ziJ)yT]
If we regard the epistemic negations as syntactical operations, the epistemic
negations followed by literals can be eliminated by the syntactical operations.
For example, ~1p:((2,0), a] = p:[(0,2), a] and —2q:[(1,0), A] =p:[(1,0),4].

There is another negation called strong negation (~) in EVALPSN, and it is

treated as classical negation.

Definition 2(strong negation ~ in EVALSPN)
Let F' be any formula and - be —; or —s.

~F =g4es F = (F - F)A~(F — F)).

Definition 3 (well extended vector annotated literal)

Let p be a literal. p: [(4,0), ] and p : [(0,5), 4] are called weva(well extended
vector annotated)-literals, where ,j € {1,2,---,n},and p € { o, B, v }.
Defintion 4 (EVALPSN)

If Lo,- -+, L, are weva-literals,
LIA---/\L,'/\NL,'+1/\-'-/\~L"—iLo

is called an EVALPSN clause. An EVALPSN is a finite set of EVALPSN clauses.

Fact and deontic notions, “obligation”, “forbiddance” and “permission” are
represented by extended vector annotations, [(m,0),a], [(m,0), 4], [(0,m), A,
and [(0,m), ], respectively, where m is a positive integer. For example,

p:[(2,0), o] is intuitively interpreted as “it is true of strength 2 that p is a fact”;

p:[(1,0),0] is as “it is true of strength 1 that p is obligatory”;

p:[(0,2), 4] is as “it is false of strength 2 that p is obligatory”, that is to say,
“it is true of strength 3 that p is forbidden”;

p:[(0,1),7] is as “it is false of strength 1 that p is not obligatory”, that is to
say, “it is true of strength 1 that p is permitted”.
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Fig. 2. Intersections in Japan

3 Traffic Signal Control in EVALPSN

First of all we suppose a basic traffic signal control policy in which traffic lights
hould have the priority to be green until

treating a larger amount of traffic s
reducing traffic density. Based on this control policy the traffic signal is controlled
in real-time by defeasible deontic reasoning in EVALPSN.

Suppose that you are waiting for the traffic light turning from red to green

at an intersection. Then, you must have a demand for turning the traffic light
the other hand, if you are driving through

from red to green in your mind. On
have a demand for keeping the traffic light

the intersection with green you must
green. The first demand can be regarded as permission for turning the light from
be regarded as forbiddance from turning

red to green and the second one can
the traffic light from green to yellow or red. Then, there is a conflict between
basic idea of EVALPSN traffic signal con-

the permission and forbiddance. The
trol is to resolve such conflicts by EVALPSN defeasible deontic reasoning. We
will formalize the traffic signal control in defeasible deontic formulas firstly and

translate them into EVALPSN later.

3.1 Single Traffic Signal Control

We take a series of three typical intersections in Japan as described in Fig.2. In
single traffic signal control, we focus on only the middle intersection among the
three in Fig.2 as the object of the single traffic signal control. We assume that:

- the middle intersection has four traffic lights T1,2,3,4, each one has three kinds
of displays, green, yellow and red, and they have the following signal chart,

— all red — green — yellow — all red —

Ty, —red —red
— all red —

T34 — green — yellow — all red - red — red
- the intersection has four sensors Sj 2,34 to detect traffic density or flowing

traffic, which are described as white boxes in Fig.2;
- yellow and all red terms are fixed and only green term is variably controlled

according to the traffic detected by the sensors;
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Table 1. Defeasible Reasoning

Superiority Relation a b conclusion
R1 < R2 true true -p
Rl < R2 true false P
Rl < R2 false true -p
No relation true true nothing
No relation true false P
No relation false true -p

- the minimum and maximum lengths of green term are given in advance, that
is to say, green term must be controlled between the minimum and maximum
terms.

For example, if the sensor S; detects flowing traffic, the green term of the traf-
fic light T7 should be extended within the range between the minimum and
maximum terms. In the EVALPSN traffic signal control, the flowing traffic or
traffic density of each road connected to the intersection are regarded as the
forbiddance or permission for turning the object traffic light from green to yel-
low, and the conflict between the permission and forbiddance should be resolved
by EVALPSN defeasible deontic reasoning. As the first step, we will formalize

the traffic signal control in defeasible deontic formulas and translate them into
EVALPSN.

Defeasible Deontic Rules for Single Traffic Signal Control Firstly, we
introduce defeasible reasoning briefly. The details are found in [17,18]. Basically,
two kinds of rules, a strict rule A — p and a defeasible rule B = g are used
in defeasible logic [17], where 4,B and p,q are called the prerequisites and con-
sequents of the rules A — p and B = g, respectively. Defeasible reasoning is
carried out based on the superiority relations between defeasible rules. Strict
rules are used for deriving facts and superior to defeasible rules. Suppose that
there are conflicting defeasible rules :

Rl a=p ad R2 b= —p.

Then, we have the defeasible reasoning results in Tab.1. For example, if we
take the first line. it shows that: if there is the superiority relation R1 < R2,
and both a and b are true, then the rule R2 defeats the rule R1 and only the
consequent —p of the defeasible rule R2 is derived.

Now we will start formalizing the single traffic signal control for the middle
intersection in defeasible deontic formulas. We suppose that the traffic lights T} »
and T34 are red and green, respectively. Then, the following conditions should
be considered as strict or defeasible rules.

1. If one of the sensors S1,2 detects traffic density more than the criterion at the
time ¢, the permission for turning the traffic lights T3 4 from green to yellow
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should be derived. This condition is represented by the defeasible rule,

S1%5(t) AT 2(m,t) AT3,4(9,t) = = O ~T3,4(, 1), (1)

where, S7%(t) denotes that one of the sensors Sj,2 detects the traffic density
over the criterion at the time ¢; T} 2(r, t) and T3 4(g, t) denote that the traffic
lights T1,2 and T34 are red and green at the time ¢, respectively; and the
symbol O is a modal operator to denote obligation, thus, the symbols = —
and (O~ denote permission and forbiddance, respectively.

2. On the other hand, if one of the sensors S3 4 detects the flowing traffic over
the criterion at the time ¢, the forbiddance from turning the traffic lights
T34 from green to yellow should be derived. Then, we have the defeasible
rule conflicting with the defeasible rule (1),

S3%(t) A T1,2(r, t) AT3,4(9,t) = O-T3,4(y, 1) (2)

We have to define the superiority relation (<) between the defeasible rules (1)
and (2). As we assume that maintaining the current signal state is superior to
turning it to the next signal state, the forbiddance from turning the traffic lights
T3,4 from green to yellow is prior to the permission for it, that is to say, the
defeasible rule (2) is considered to be superior to the defeasible rule (1), i.e.,(1)
< (2).

We need more traffic signal control rules. If we take only the defeasible rules
(1) and (2) into account, we might have an extreme situation such that the green
term of T},2 is 2 hours but that of T34 is 1 minute,. In order to avoid such an
extreme control, we have to control green term in an appropriate range, which
are represented by the following definite rules.

Minimum Green Term Rule Each green term of the traffic lights T 23,4
should be guaranteed its minimum length. Let MIN;(g,t), (i € {1,2,3,4})
denote that the green time of the traffic light 7; has not passed its minimum
term at the time ¢. Then we have a rule : if the green time is shorter than
its minimum term at the time %, it is forbidden from the traffic light turning
from green to yellow. This rule can be represented by the strict rules,

MIN1.2(91 t) AT1,2(gs t) = O_‘T1.2(ya t)s (3)
MIN34(g, t) AT3,4(g9,t) = O-T3.4 (y,1). (4)

Maximum Green Term Rule Each green term of the traffic lights 71,2,3,4
also should have its maximum term. Let M AX;(g,t), (i € {1,2,3,4}) denotes
that the green time of the traffic light T} has already passed its maximum
term at the time £. Then we have a rule : if the green time is longer than its
maximum term at the time ¢, it is definitely permitted for the traffic light
turning from green to yellow. This rule can be represented by the strict rules,

MAX1,2(gs t) A T1,2(g’ t) - O —'TI,Z(yi t): (5)
MAX34(9,t) AT3,4(g,t) = 2 O T3,4(y, 1) (6)
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There are conflicting defeasible rules (1) and (2) whose consequents are per-
mission and forbiddance. As a defeasible reasoning result, if the permission is
derived at the time ¢, the traffic light has to be turned from green to yellow at
the next time ¢ + 1. On the other hand, if the forbiddance is defeasibly derived
at the time ¢, the signal has to keep the current state at the next time ¢ + 1.
These conditions can be represented by the following strict rules :

T1,2(9,8) A= O =T1,2(y, t) = OTh,2(y, t + 1), (7)
T3,4(9,t) A= O ~T34(y, t) = OTs,4(y, t + 1), 8)
T1,2(9,8) AO-T1,2(y, t) = OT1.2(g,t + 1), (9)
T3,4(9,t) A O-Ts,4(y,t) = OTs,4(g, ¢ + 1). (10)

Moreover, we need more strict rules for synchronizing all the traffic lights. For
example, if it is obligatory that the traffic light T} is red at the time t, the traffic
light T also must be red at the same time, and if it is obligatory that the traffic
light T3 is green at the time ¢, the traffic light T, must be red at the same time.
Such synchronization is represented by the following strict rules,

OTi(rt) — OTz(rt) and QO Ti(g,t) — OTi(r, ) (11)

EVALPSN for Single Traffic Signal Control Now, we will translate the
strict and defeasible rules into EVALPSN. The strict and defeasible rules can
be translated by formalizing their semantics in EVALPSN. The details of the
translation are described in [8]. The defeasible rules (1) and (2) are translated

into the EVALPSN clauses,
Srg1,2(t) s [(2, 0), a] A
T,2(r,t):[(2,0),0] A T3,4(g, 2): [(2,0),a] A
~ MINj34(g,t):((2,0),a] A
~ 5793(t):[(2,0), a]A ~ §794():[(2,0), o]

oy T3,4(y1 t) : [(0: 1)’ 7]! (12)
S793,4(t):[(2,0),0] A

Ty,2(r,1):((2,0), 0] A T3,4(g,2):((2,0), a] A

~ MAX3,4(9: t) : [(21 0)) a] = T3.4(y: t) : [(0! 1): ﬁ]' (13)

The EVALPSN clause (12) represents that :

if the traffic sensors S; or S, have detected the traffic density over the criterion,
the minimum green term has already passed, and
the traffic sensors neither S nor S; has detected the flowing traffic over the
criteria at the time ¢ under the condition that the traffic lights T 4 are green,
then the traffic lights T3 4 are permitted for turning to yellow.

On the other hand, the EVALPSN clause (13) represents that :
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if the traffic sensors S3 or S4 have detected the flowing traffic over the criterion,

and
the maximum green term has not passed yet under the same condition that

the traffic lights T3 4 are green,
then the traffic lights T3 4 are forbidden for turning to yellow.

Similarly the strict rules (4), (6), (8) and (10), are also translated into the EVALP
clauses,

MIN3,4 (9, t) ¢ [(2, 0), a] ANT34 (g, t) : [(2, 0), a] — T34 (y, t) ~ [(0, 2), ﬁ], (14)
MAX34 (9, t): [(2, 0), a] AT34 (g, t): [(2: 0), a] - T3.4(ys t): [(0’ 2), '7]v (15)
Ts.4(g,t):[(2,0), @) A Ts,4(y,t):[(0, 1), y] = T3,4(y,t +1): [((2,0),8], (16)
T3,4 (ga t) : [(2! 0)3 a] A T3,4(y1 t) : [(01 1): ﬂ] - T3.4 (g! t+ 1) : [(2’ O)s ﬂ]‘ (17)

Example 1 .
Suppose that the traffic lights T}, are red and the traffic lights T3 4 are green,

furthermore, it has already passed the minimum green term then.

Case-1. If one of the sensors 51,2 detects the traffic density over the criterion at
the time ¢ and the rest of the sensors do not react then, the EVALPSN clause
(12) is fired and the permission Ts.4(y,t):[(0,1),7] is derived, furthermore,
the EVALPSN clause (16) is also fired and the obligation T34(y,t + 1) :

[(2,0), 8] is also derived.
Case-2. If both the sensors S and Ss detect the traffic density and flowing

traffic over the criteria at the time ¢, respectively, and the rest of the sensors
do not detect then, the EVALPSN clause (13) is fired and the forbiddance
Ts.4(y,t):[(0,1), 8] is derived, furthermore, the EVALPSN clause (17) is also

fired and the obligation T5,4(g,t + 1):[(2,0), 8] is also derived.

3.2 Coordinated Traffic Signal Control

We exhibit the basic idea of the EVALPSN coordinated traffic signal control by
taking the same intersections in Fig.2 as an example. Here we focus on only the
traffic from the right to the left and its converse direction as the object of the
EVALPSN coordinated traffic signal control. In conventional coodinated traffic
signal control, not only each term of green, yellow and red but also a timelag
called an off set between two neighbor traffic lights are controlled, and they
should be pre-installed. On the other hand, in EVALPSN coordinated traffic
signal control, only the green term of each coordinated traffic light should be
controlled by EVALPSN defeasible deontic reasoning based on traffic amount
information, which is detected by traffic sensors attached to not only the ob-
ject intersection but also its both of neighbor intersections. Therefore, when we
consider the EVALPSN coordinated traffic signal control in terms of the middle
intersection, the extra traffic sensors Sc; 2 described by black boxes in Fig.2 at-
tached to the right and left intersections should be taken into account to detect
the traffic flowing into the middle intersection. Moreover, we note that when the
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traffic information detected by the remote sensors Sc,,2 is processed, appropriate
timelags between the detection and processing of the traffic information should

be taken into account according to the distances between the object intersection
and the sensors Scy 2.

Defeasible Deontic Rules for Coordinated Traffic Signal Control We
assume the same condition as the single traffic signal control, that is to say the

traffic lights T3 2 and T34 are red and green, respectively. Then, we have the
following conditions in defeasible deontic formulas.

3. If one of the sensors Sc; or Sc; detects flowing traffic over the criteria at the
time ¢, the permission for turning the traffic lights T34 from green to yellow
should be derived. Then, we have the defeasible rule,

Sci'gz(t) ANTy2 (’I", t) A T3,4(g: t) =-0 _‘T3,4 (y: t)s (18)

where Sc%(t) denotes that one of the sensors Sc; , detects the flowing traffic
over the criterion.

We also need to consider the superiority relation between the conflicting defea-
sible rules (2) and (18). As the coordinately controlled route traffic from the
right to the left or its converse are regarded to be superior to other traffic, the
permission for turning the traffic lights 73 4 from green to yellow has a prior to
the forbiddance from it, that is to say, the defeasible rule (18) is considered to
be superior to the defeasible rule (2), i.e.,(2) < (18).

EVALPSN for Coordinated Traffic Signal Control Taking the superiority
relations among the defeasible rules (1), (2) and (18), i.e., (1) < (2) < (18) into
account, those defeasible rules are retranslated into the EVALPSN clauses,

5§791,2(2):[(2,0),a) A

T3,2(r,1):((2,0), o] A T5,4(g,2):[(2,0),a] A

~ MIN34(g,t):[(2,0),a] A

~ §™3(t):((2,0), a]A ~ S™94(t):[(2,0), a]

— T3,4(y,t): [(01 1), '7]: (19)

S™93,4():[(2,0),a] A

T1,2(r,8):[(2,0), 0] A T3,4(9,1):[(2,0), 0] A

e MAXS,*!(Q’ t) : [(2» 0), a] A

~ 8¢ (t):[(2,0), a]A ~ Sc™,(t):[(2,0), o]

— T3,4(y,1):[(0, 1), 8], (20)

Scrgl,2(t) : [(2: 0): C!] A
T]_.z('l‘, t) : [(2: 0): Ct] A T3,4(g, t) : [(21 O)a CI!] A
~ MIN3,4(Q, t) : [(21; 0); a] — T3.4(y) t) : [(Ov 1)! 7]) (21)
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As well as the EVALPSN single traffic signal control the coordinated one also
has Minimum and Maximum Green Term Rules, therefore, we also have
the EVALPSN clauses (14), (15), (16), (17) as the translation of those rules.
Example 2

Suppose the same conditions as Example 1.

Case-3. If one of the sensors Sc; 2 and the sensor S4 detect the flowing traffic
over the criteria at the time t, respectively, the EVALPSN clause (21) is
fired and the permission T3 4(y,t) : [(0,1),7] is derived, furthermore, the
EVALPSN clause (16) is also fired and the obligation T3,4(y,t+1):((2,0), 5]
is also derived.

Case-4. If all the sensors Sy,2,3,4 and Sc¢;,2 detect the flowing traffic or traffic
density over the criteria at the time ¢, respectively, the EVALPSN clause (21)
is fired and the permission T34(¥,t): [(0,1),7] is derived, furthermore, the
EVALPSN clause (16) is also fired and the obligation T3,4(y, t+1):[(2,0), 5]
is also derived.

Case-5. If the sensors Sy 2 and Sci,2 detect the traffic density and flowing
traffic over the criteria at the time ¢, respectively, both the EVALPSN clauses
(19) and (21) are fired and the same permission T34(¥,1) : [(0,1),7] is de-
rived, furthermore, the EVALPSN clause (16) is also fired and the obligation
Ts.a(y,t +1):[(2,0), 8] is also derived.

4 Simulation

We now present the simulation results of the four kinds of traffic signal control,
conventional (fixed time) single, coordinated, EVALPSN single, and EVALPSN
coordinated ones for the intersections in Fig.2 by the cellular automaton simu-
lation method. We have assumed the following conditions for simulation,

- the unit time called “step” is defined in the simulation system, which is the
time that a car travels one cell to the next cell;

- 5000 steps/hour;

- each distance between the three intersections is the same 20 cells;

_ cars are flowing into all the intersections from each road in 10% probability ex-
cept for the traffic from the right road, which is 15%, where 15% probability
means 15 cars/100 steps appear at the road;

- for fixed-time traffic signal control, the green term is 60 steps, the yellow term
is 3 steps, the off-set in the coordinated traffic signal control is 24 steps;

- for EVALPSN traffic signal control, the green term is between 14(min) and
60(max) steps, the yellow term is fixed 5 steps.

We took the simulation data of 50 cars that were chosen at random among all
the cars flowing into the intersections from the right and traveling to the left.
All four kinds of simulation have been carried out during 5000 steps each and
repeated ten times. The simulation data in Tab.2 show the average values of
the ten times simulation results, where
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“total car” denotes the total number of cars that flowed into all the three
intersections from any road ;

“stop step” denotes the total number of steps that the 50 cars stopped ;

“travel step” denotes the total number of steps for the 50 cars having traveled
from the right to the left ;

“travel car” denotes the total number of cars that traveled from the right up
to the left.

Table 2. Simulation Results

total car stop step travel step travel car

Fixed-time Single 3804 66 177 495
Fixed-time Coordinated 3823 65 173 500
EVALPSN Single 4149 43 152 577
EVALPSN Coordinated 4169 34 122 607

This simulation results clearly say that : EVALPSN traffic signal control
shows more efficient results than a conventional fixed time one in both single

and coordinated traffic signal control methods, especially EVALPSN coordinated
control is most efficient among them.

5 Conclusion and Future Work

We have introduced two kinds of traffic signal control methods for single and
coordinated traffic signal controls as an application of EVALPSN with their com-
puter simulation results by the cellular automaton method. Then we obtained
the following conclusion : EVALPSN traffic control is a sensor based real-time
one and more efficient than conventional ones according to the simulation results
; however, if it is implemented practically, lots of sensor installation are required
and too much cost; EVALPSN control can be implemented in both existent soft-
ware and hardware such as PLC(Programmable Logic Controller), although it
has not been addressed in this paper; since each traffic light is controlled inde-
pendently as one autonomous agent in the EVALPSN coordinated traffic signal
control, it is more fault tolerant than conventional coordinated one.

We are planning to apply the EVALPSN traffic signal control methods to

network control, for example, network routing control, electric power supply
network control etc. in our future work.
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Abstract. As processes grow in size and complexity, the monitoring
of them becomes more important, to avoid production losses and even
accidents involving damage to personnel health and equipments. Pro-
cess monitoring is particularly challenging due to the presence of both
continuous and discrete variables, noisy information and lack or excess
of data. There are two important tasks involved in the process moni-
toring: fault detection and fault diagnosis. This paper proposes a fault
detection framework combining Principal Components Analysis (PCA),
Control Charts and a comparison with Statistic Limits obtained from
historical data process and inductive learning. PCA and control charts
have been used in the past to detect suspicious observations. Once the
suspicious observations are detected, a contribution chart and a compar-
ison with the statistic limits are performed for fault detection. We show

preliminary results from an electric circuit simulation composed by five
subsystems.

Keywords: Fault Detection, Principal Component Analysis, Inductive
Learning, Control Charts, Statistic Limits.

1 Introduction

As processes become more complex, the monitoring of them is very important in
order to improve process performance, efficiency and product quality. Monitoring
of industrial processes plays a substantial role in system safety, availability and
production quality. Early detection of faults can help to avoid major breakdown-
s and incidents. In order to tackle those problems, fault detection and system
diagnosis has been an active research domain since a few years ago.

There exist many research works related with fault detection. Most of the meth-
ods used are analytic, based on artificial intelligence (AI) or statistical methods.
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[1] classifies fault detection and isolation methods in three groups. 1) Quantita-
tive Model Based, 2) Qualitative Model Based and 3) Process History Based.

Quantitative Model Based fault detection methods are based on a mathemati-
cal model of the system. The occurrence of a fault is capture by discrepancies
between the observed behavior and the prediction made by the model. These
approaches use state estimation, parameter identification techniques, and parity
relations to generate residuals. Fault localization then, rests on interlining the
groups of components that are involved in each of the detected discrepancies.
However, it is often difficult and a time-consuming task to develop accurate
mathematical models that characterize all the physical phenomena occurring in

industrial processes.
Qualitative Model based fault detection methods use symbolic reasoning which

generally combines different sources of knowledge with graph theory to analyze
the relationships between variables of a system. An advantage of these methods is
that an explicit model of the system to be diagnosed is not necessary. Knowledge-
based approaches such as expert systems, may be considered as alternative or
complementary approaches where analytical models are not available.

Process History Based fault detection methods only require a big quantity of
historical process data. There are several ways in which these data can be trans-
formed and presented as prior knowledge of a system. These transformations are
known as feature extraction and could be qualitative, as those used by expert
systems, and qualitative trend analysis methods or quantitative, as those used
in neural networks, PCA, PLS or statistical pattern recognition.

There are many papers related to fault detection and diagnosis in different pro-
cesses. They use either an individual technique or make a combination of differ-
ent techniques, taking advantage of the best characteristics of each method, to
perform a better general behavior of the fault detection process. [2] presents a
comparative study in the monitoring of hybrid systems, where the continuous
part is modeled by Bond Graph and the discrete part is modeled by Petri Net-
s. [3] proposes a structure of a hybrid fault diagnosis system which integrates
Signed Directed Graph, Artificial Neural Networks and dynamic simulation. [4]
introduces a method based on hybrid system theory, which combines knowledge
base methods and model base methods. [5] proposes a process monitoring which
is composed of three parts: preanalysis, visualization and diagnosis, where the
proposed method integrates PCA, FDA and clustering analysis taking advantage
of each technique for a complete solution. [6] describes plant devices, sensors,
actuators and diagnostic tests as stochastic finite state machines, by assigning
transition probabilities and marginal probabilities to safe and fault events. By
using simple composition rules, it is possible to determine the feasible configu-
ration of alarms and their conditional probability given any event. [7] combines
the use of signed directed graph to make a classification model, PCA and fuzzy
knowledge to form a qualitative and quantitative model and compares the grade
of the patterns needed to be diagnosed to the given fault patterns. [8] proposses
a method based on the interaction between AI and control techniques. It uses
a causal graph representation of the process, enabling decomposition into sub-
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systems and reducing the diagnostic computational complexity. After that, at
local level, FDI techniques based on numerical residual generation and analysis
are carried out. [9] proposes a useful method when measures on the input sig-
nals can not be done due a nonexistent sensor or because it is impossible to do
measurements due to the nature of the system itself. Thus it takes plant out-
put signals, combines its variances, and uses a discriminant analysis upon the
resultant features to carry out the diagnosis. In [10] PCA and statistical control
charts are used to detect process operating faults on an industrial rolling mill
reheating furnace. The Q statistic and Hotelling T2 statistic are used to calculate
the control limits of the statistical control chart. [1 1] proposes a fault diagnosis
model based on machine learning which extracts multi-dimension features from
the detected signal to supervise the different features of it simultaneously.

In this paper we propose a fault detection framework combining Principal Com-
ponents Analysis (PCA), Control Charts and a comparison with Statistic Limits
obtained from historical data process and inductive learning. We show prelimi-
nary results from an electric circuit simulation composed with five subsystems.
The organization of the paper is as follows: section 2 gives preliminaries which
explaines how the statistical limits are obtained as well as background knowledge
on PCA and control charts. Section 3 gives the framework general description.
Section 4 shows how the framework works in a simulation example with single
and multiple faults and the performance of it in presence of white noise on mea~
surements, as well as a comparison of the general performance of it against two
similar frameworks. Section 5 gives conclusions to the paper.

2 Preliminary

2.1 Automatic Statistical Limits Obtention

[11] gives an algorithm to extract the statistical boundary vectors of a multi-
dimensional feature extraction. In this paper a modification of that algorithm
is done. Instead of doing multi-dimension feature extraction, here we work just
with the statistical mean of the system variable being measured. Thus, the algo-
rithm of inductive learning is used to obtain the statistical boundary vectors of
Wmaz (t1,2n,1) and Wmin(t1,n, 1) from a matrix which m; rows are the different
subsystems forming an entire process and the n columns present the changes of
the statistical mean of the subsystem variable being measured as time changes
from time ¢, to time ¢,. The algorithm is shown below.

1. Initialize the statistical boundary vectors Wmaz(t1,tn,3) = [w(ty,t2,1) -+
w(t1, ta, m;)]T, Wi (t1, tny i) = [w(t1,t2,1) - - - w(ty, t2,m;)]T and the counter
j=0.

2. Calculate Wmaz (7') = [max(wmaz (t1,tn; 1): Wmaz(tny tnt1, 1) *r-max
(Wmaz (t1, ta, M), Wmaz (tns tnt1,m;)))]T and calculate wmin(i) = [min
(wﬂ'liﬂ (tlt tn, 1): wmin(tm tnt1, 1) $is ‘min(wmin (tla tmmi)g Wmin (tm
tn+1vmi)))]T- If wmaa:(i) = 'wmax(ti:tmi) and Wmin() = wmin(ti:tmi)a
then j = j +1, else j = 0.
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3. If 5 = Vi, go to step(4), else 'wmaz(tl:tn’i) _— wmax(i)a tn = tn41, BO
to step (2)
4. OUtPUt wmaz(tlv tn:i): wmt'n(tls trni)s tn, exit.

Where Wmaz (t1,tn, %) and Wmin(t1,%n, 1) in the present paper are used as the
desired statistical limits for the statistical mean of the system variable being

measured.

2.2 Principal Components Analysis (PCA)

rned with explaining the variance and
through a few linear combinations of
basically: data reduction and inter-

The principal component analysis is conce
covariance structure of a set of variables,
these variables. The general objectives are

pretation.
PCA decomposes the X original data matrix with dimension m x n (m

number of samples and n number of variables) as:

X =tp7 +topf + - +tapt + E=ToP, + E (1)

vectors are called the scores of the principal components and have informa-
tion on how the samples are related to each other. p; vectors are the eigenvectors
of the covariance matrix of X, and are known as the loads of the principal com-
ponents. They have information on how the variables are related to each other.
In fact principal components analysis splits X matix in two parts, one that de-
scribes the system variation and other one that captures noise or information
not modeled. The X matrix could often be aproximated using only A (< n)

principal components instead of n variables as

A
X=> tpl +e (2)

i=1

ti

Where e is the residual. PCA is scale dependent, thus when variables are
measured in different scales or on a common scale with widely differing ranges,
they are often standardized. Another important issue is the minimum quantity of
components needed to explain the data. The number of PC to retain in order to
represent the maximum variance depends on the data and the existing correlation
between the variables such that there are several decision criteria. [12] proposes
to consider the amount of total sample variance explained, the relative sizes of
eigenvalues or the use of scree plots. Thus the number of principal components
should be equal or less than the variables of X. When the maximum variance of
data is explained with the first two principal components, samples lie on a plane
and a constant density ellipse could be formed by them.

Figure 1shows the plane and constant density ellipse formed by two principal
components, where the first principal component is the one that has the major
data variation, while the second one is the next with the major data variation of
the rest and is orthogonal to the first one. Thus, PCA model is able to describe
significant variations in a fewer dimension than the original n variables does.
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Fig. 1. Plane and constant density ellipse formed by two principal components.

2.3 Control and Contribution Charts in Statistical Process Control

Generally, there are two statistics to define the action and warnings limits used
in multivariate control charts. The first statistic is Hotelling’s 72 as follows:

-1
T? = X;PAPTXT ~ %T%A—)FA,!-;—A 3)

Where X; is the vector containing the data matrix X at sample time i, and A
is a diagonal matrix containing the inverse of the eigenvalues of the PC scores.
T? is a statistical measure of the multivariate distance of each observation from
the center of the data set. This is an analytical way to find the most extreme
points in the data. Thus, an out of control signal is identified if

Tiz > %‘;‘(L'TLT_J%!FA,n—A.a (4)

confidence limit « typically takes the value of 0.05 or 0.01 for the limits. The
second metric used in process monitoring to identify non-conforming operation is
the @ statistic (also referred as Squared Prediction Error, SPE). The Q statistic
is defined to be the quadratic form of the residuals, that is the squared difference

between the observed values and predicted values from the nominal or reference
models:

k
Qi =eief = Z(z‘ij - &;)? (5)
j=1
And its upper limit (UL) is given by a chi-square distribution with p— A degrees

of freedom
UL=x2_4(c) (6)

Q is the statistic that measures lack of fit of a model to data. Under the
assumption that the linear PCA is valid, the Q statistic defines the Euclidean
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distance of the position of an observation from the hyperplane formed by the
PCA model. See figure 1. In addition we could determine which variable of
the process being analyzed is responsible for the unusual @ behavior, looking
at a chart showing the contribution of each input to the Q statistic. This chart
is known as the contribution chart and includes all process variables and their

corresponding PCA scores in its axis.

3 Framework Description

The proposed detection framework is shown in figure 2. As the framework is a
Process History Based fault detection method, this only requires a big quantity of
historical data process. This data set takes into account only the normal system
data operation. They will be transformed by both, PCA model and the normal
operation data limits, and used as prior knowledge of the system to perform the

detection process.

Nomal Extraction
[ P
Operation P of
Dalo => | ¢ C — Process = ﬂ
A A Data
Set = ﬂ
Set
Norm. Op.
Data Limits —> c» —= —> c—p

e Suspiecious P —
@ Observation ﬂ
Contribution

Chart

Fig. 2. General fault detection framework

The first step is to obtain a normal operation data set from system or pro-
cess and a standardization procedure is carried out. From this data set a PCA
model is obtained to see the relationships and to find out the correlations be-
tween variables, that at a first sight would be very difficult to notice. Then, a
decrement in original data matrix dimension is achieved, allowing to work with
less but enough data to describe the maximum variability of original system.
The PCA model gives the loads and scores of the principal components corre-
sponding to normal operation. With this loads and scores of normal operation,
the value of the explained variance for each component as well as the boundaries
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for Hotelling’s 72 and Q statistics are obtained (equations 4 and 6 respective-
ly). They are the corresponding limits in control charts. In addition, the normal
operation data limits are obtained following the steps mentioned in section 2.1.
An adequation to the method described in [11] is being done. Instead of taking
several signal transformation functions (STF) and so many single output func-
tions (SOF), here it is taken just one STF and one SOF. Raw data is taken as the
STF and the mean as the SOF, making it possible to obtain the minimum and
maximum statistic limits that variables being monitored should have in normal
operation.

For detection process, a process data set is extracted and analized as follows.
A PCA model is built from the extracted process data set, and the scores of the
principal components given by this model are plotted in control charts comparing
them with the 72 and Q statistics corresponding to normal operation model. If
the chart does not exhibits a trend, another process data set is extracted to
be analized. But if a normal operation T2 or Q limit is violated or a trend
is present, two actions are taken. 1)A contribution chart is done to find out
which variable or variables has the major contribution to system'’s variability,
and 2)the suspiscious observation is compared to the normal operation data
limits previously obtained to verify if it is out of bounds.

4 Case Study

This section shows the performance of our framework in a simulation example.
The simulation consists in the operation of an electric system formed by five
subsystems. Each subsystem is simulated with different RL series circuits (see
figure 3). A change within +10% of the original values in each subsystem’s
components is considered as normal operation. An electrical current sensor is
available such that each subsystem’s current could be measured. After PCA a
reduction to 2 variables was obtained.

The methodology proposed is applied as follows:

1. From normal operation history process data (electrical current in each sub-
system), build PCA model and obtain T2 and Q statistics as well as the
minimum and maximum limits for each subsystem’s current.

2. Take a test data set.

3. Build a PCA to the test data set and obtain a reduction on original dimen-
sions.

4. Build and observe control charts for 7% and Q statistics. If control chart
detects a trend in a specific time instant go to 5), else go back to 2).

5. Build contribution chart and obtain the electrical current value for suspis-
cious time instant (sample).

6. Compare the suspiscious electrical current value with its normal operation
limits obtained in 1) and detect which subsystem is in faulty mode.
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Fig. 3. Simulation of a system formed by five subsystems.

4.1 Single Fault
done to detect simple faults and obtain the effectiveness

Several runs have been
put and a combination of both

percentage in this task. A ramp input, a step in
were simulated in different subsystems to see the performance of the methodology

proposed. For instance, a simulation of a single fault present in subsystem 2 in
which current decrements in steps of 0.9% is included in sample 80. Figure 4

shows how control charts depict a trend to pass its control limits.
Scores Plot
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Fig. 4. Control charts for a decrement of 0.9% in subsystem’s 2 current.

Figure 5 shows that variable 2 (subsystem 2) is the one that has the major
variability of the system, indicating thus that subsystem 2 is probably in faulty
mode. Then, when checking this suspicious observation against its corresponding
normal operation limits, it is found that subsystem’s 2 electrical current value
has decreased under the lower current normal operation limit, having in this way

detected the fault.
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Fig. 5. Contribution charts for samples 81 and 86, indicating a probably problem in
subsystem 2.

4.2 Multiple Fault

In the case of multiple fault, several runs have been carried out simulating a fault
in two subsystems simultaneously. A ramp input in both subsystems, a ramp in
one and a step in the other, a step in both, and a combination of a negative
and positive ramp and step in one, the other or both. In this case contribution
chart not always shows the real variables that possibly have problems. That is
the reason explaining why the use of minimum and maximum limits for normal
operation data plays an important role. As an example, a multiple fault is in-
cluded in sample 80. Subsystem 3 having increments of 10% and subsystem 5
decrements of 0.9% in theirs corresponding electrical current normal operation
value. Note that figure 6 depicts how the contribution chart does not show the
real variables in multiple faulty mode, but it shows too how the implementa-

tion of statistic limits really does. Adittionally, the general performance of the
proposal is shown in table 1.
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Fig. 6. Contribution charts for sample 81 (left) and the detection using the statiscal
limits for the same sample (right).
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Table 1. General performance of the proposal.

Fault Number of Simulations  Percentage Detected
Single 50 98%
Multiple 50 96%

4.3 Measurement Noise

ations taking into account different mea-~
ne, two or three subsystems. Figure 7
hen it exists measurement noise of 0.1

Table 2 shows the results for simul
surement noise magnitudes present in o
depicts the behaviour of control charts w
magnitude present in subsystem 1.

Table 2. Performance of detection when measurement noise is present in one, two and

three subsystems.
Noise Magnitude One Subs. Two Subs. Three Subs.
0.0001 100% 100% 100%
0.001 100% 100% 85%
0.01 95% 85% 80%
0.1 90% 85% 75%
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Fig. 7. Presence of measurement noise of 0.1 magnitude in subsystem 1.
It is important to note that none of the control charts shown in figure 7 has

a specific trend. Samples above T2 control chart limit are outliers. Note that
all samples in Q control chart are below its limit, which has sense because in
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this case noise does not brake the original correlation between variables. As T2
is a measure of the multivariate distance between samples with respect to the
center of data, it could detect a fault that keeps the correlation structure which
could not be detected by Q. Q detects faults that violate mass or energy balance
pointing out a correlation breakdown.

4.4 Comparison against two similar frameworks

To observe the general performance of our proposal, a comparison against two
similar Process History Based fault detection methods has been carried out.
We have chossen [10] and [11] as the comparison frameworks because of their
use of PCA and Multi-dimension features extraction of signal based on machine
learning respectively. Table 3 shows this general performance comparison.

Table 3. Comparison of the general performance of our proposal against two similar
frameworks.

Detection of PCA method Machine Learning  Qur Framework
Single Fault Vv Vv Vv
Multiple Fault NO v 4
Measurement Noise NO NO Vv
Process Noise NO NO NO
Lack of Information NO NO NO

From table 3 it could be observed that PCA used as itself offers a poor data
analysis. It is observed that machine learning based method (ML) as well as ours
framework offer multiple fault detection. Nevertheless the use of ML needs to
be implemented for each measured signal which generates a big quantity of data
to be analysed. Meanwhile our framework avoids this data explosion by mean of
the use of PCA, control charts and the obtention of the normal limits operation
Just for the statistical mean of variable been measured. An additional advantage
over the other two frameworks is that ours detect measurement noise.

5 Conclusions

This paper has presented a fault detection framework based on history process
data. An advantage over model based methods is that this framework only needs
a good historical data set of normal system operation, which in practice it is rela-
tivelly easy to obtain for computer controlled industrial processes. This proposal
is easy to implement and to adapt because when original process changes, it is
only required to modify the original data base instead of develop a new mathe-
matical model from it. Another advantage is that the use of PCA model allows
to work with less quantity of data, but keeping the original correlation between
variables. It is important to note that the use of 72 and @ control charts allows



278 Nieto J., Garza L. and Morales R.

to distinguish between the presence of a fault and the presence of measurement
noise. Also this framework could be used as an early way for fault detection as
shown in subsection 4.1 when a deviation of 0.9% on variable been measured
was detected. Finally the use of minimum and maximum limits for comparisons
between a suspicious sample and its normal values gives the detection of a single

or multiple faults existing in the system.
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Abstract. Video content is bound to occupy the greater percentage of the
bandwidth among its multimedia kin (voice, web, etc.), and also to consume
most of the processing resources of the IP-based networks carrying it [1].
Among video streaming applications (compressed video, web seminars, video
clips, etc.), videoconference exhibits real time constraints, which sets tight time
delivery and packet loss bounds to the network. These constraints are stressed
in the mobile environment, where mobile terminal handoff between cells and
break-up prone radio links put additional burden to the Quality of Service
(QoS) mechanisms of the mobile network. In this work, a computer model of a
UMTS release 5 IP core network is developed for the analysis of time delay,
packet loss and traffic handling capacity of videoconference sessions. Results

obtained indicate that the use of Diffserv for QoS provision can aptly handle a
wide spectrum of situations.

Keywords: Streaming video, QoS, UMTS, Diffserv.

1 Introduction

New Third Generation (3G) mobile networks allow up to 2 Mbps for a non-moving
nomadic terminal. At these data rates it is outright straightforward to transport multi-
media services (video, multimedia messages, etc.). Nevertheless, Quality of Service
(QoS) for real time applications imposes stringent bounds of delivery delay on the
packet network. Video content is in growing demand in fixed networks, which boast
ample to wideband channels and medium to high-speed processors; however, a mo-
bile environment is limited by radio spectrum and mobile terminal processing power.
3G mobile systems (UMTS: Universal Mobile Telecommunications Systems,
CDMA2000) show added shortcomings, stemming from the radio-link breakage
possibility when a cell-to-cell handover or a steep decrease in signal strength occurs.
Under these circumstances, it is of capital interest to characterize the videoconference
carrying capacity of 3G systems. The main consideration is that if videoconference
Quality of Service requirements are met, those of streaming video in general can also
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be satisfied. In this context, a UMTS core network model to analyze videoconference
stream transport is presented. An H.263 video coder computer model is developed to
obtain an accurate behavior of the videoconference data traffic. Time and packet loss
constraints are taken care of by a DiffServ discipline in the UMTS IP core network.
The effects of resource competition between videoconference and other multimedia
streams are also considered.

The organization of the article is as follows. Section 2 explains the main function-
alities of the UMTS, especially from the point of view of diverse media transport
capacity and QoS provision. In section 3 an UMTS IP Core Network computer simu-
lator is presented, as well as its configuration and opcrational details. Section 4 deals
with the probabilistic representation of the H.263 videoconference traffic behavior.
Section 5 puts forth a selected group of simulation outcomes, which help to character-
ize the limitation and capabilities of the UMTS IP Core Network. Finally, some con-

clusions are drawn up.

2 3G Mobile System Architecture

Figure 1 illustrates the UMTS release 5 architecture, as defined by the 3GPP (Third
Generation Partnership Project). Doted lines represent signaling links, while solid
lines indicate bearer channels. The service plain administers and executes the IP
based multimedia services. The control plain performs the signaling functions neces-
sary for session management. The transport plain provides the network resources to

carry and route the users’ data payload.
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Fig. 1. UMTS Release 3.



Videoconference Transport in the IP Core Network of a 3G Mobile... 283

There are two main functionalities [2]:

(a) UTRAN (UMTS Terrestrial Radio Access Network): Comprised of the base
stations (BS or Node B) and the Radio Network Controller (RNC). Handles all the
broadcasting functions to connect the Mobile Terminal (MT) and the Base Sta-
tion, and takes care of mobility management.

(b) IP Core Network (IPCN): Provides and manages the channels to connect the
UTRAN to the Internet and PSTN. It also provides end-to-end QoS guarantees.

Within the IPCN, various packet management mechanisms come into play. In ac-
cordance with the IP processing of real time applications, the Real Time Protocol
(RTP) services videoconference organizing packets in UDP (User Datagram Proto-
col) [2] datagrams. The GPRS Tunneling Protocol (GTP) [3], [4], [5] communicates
the RNC and the GGSN, setting up tunnels to conceal protocol handling of external
networks. DiffServ [6], [7], supports QoS requirements by means of assigning prior-
ity levels to each data flow entering the edge router, thus specifying which flow will
be processed first, second, and so on, at every router in the session path. Eight bit tag
identifiers are inserted in every packet to advice the router processor of the packet
priority.

3 UMTS IP Core Network Computer Model

Since we are interested on the effects the IPCN is going to exert over the videocon-
ference traffic, it is the bearer conduits we need to focus on, which leads us to the
simplified representation of the UMTS system shown in Fig. 2.

3y

SGSN | Gesx

T e T o
\:’-

Fig. 2. UMTS simplified core network.

Using this guideline a computer model operating under the Internet Protocol was
developed using the OPNET platform [8]. Figure 3 depicts the simulation model
wherein each part of the simplified representation of figure 2 can be identified. As an
extension to the Internet cloud, a second mobile network is introduced, which con-
tains the complementary videoconference MT. Three additional MTs help shape the
multimedia traffic. Two voice sources (MT_Voice) are used; one communicates with
the PSTN, and the other with the mobile network B MT. The voice model represents
an AMR (Adaptive MultiRate) codec [9] at 12.2 Kbps rate packetized in 20 ms
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frames (32.5 bytes/frame). Call duration follows an exponential probability density
function (7, = 3 min.), with voice activity detection (talk 40%, silence 60 %).

In order to determine the combined effect the network and multimedia traffic will
have over the videoconference stream, the MT_Load is configured to yield high vol-
ume packetized data streams into the IPCN at various data rates (42 Kbps to 8.4
Mbps) [10]. The MT_Video gencrates traffic at 66 Kbps average. Its representation
and statistical behaviour is developed in the next section.

A |

R R e S AT E NETWOHK B

" MOBILE NETWORKA

SGSN/GGSN

Internet

Fig. 3. UMTS-IPCN simulation model.

GTP tunneling is performed in the communications between the RNC and the
SGSN/GGSN. The RTP protocol segments the videoconference traffic and introduces
sequencing and timing information in each packet [7]. QoS is supplied by the Diff-
Serv protocol, according to the levels assigned in Table 1.

Table 1. DiffServ classes assignment

Traffic Source DiffServ Class UMTS Class

UE_Video AF41 (Gold) Conversational (Video)
UE_Voice EF (Premier) Conversational (Voice)
UE Load BE (Best Effort)  Background

4 Videoconference Coder Algorithm and Application

An accurate representation of videoconference data flows was a central requisite
for this work, to be able to characterize how the network elements, mechanisms, and
other media affect its flow. Several probabilistic behaviour models of coded video
data have been developed [11][12][13]. We adopted the Hanzo, et al. [14] model of
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the H.263 ITU-T (International Telecommunications Union-Telecommunications)
[15], [16], recommendation for videoconference. In particular the QCIF (Quarter
Common Intermediate Format) format was selected, because its coding range spans
from 32 to 384 Kbps, idecal for the bandwidth of 3G radio-channels.

The model is based on a 20 state Markov chain, where cach state represents a
range of bits/frame of coded video. The probability that & bits/frame will be generated
in a specific state is governed by a Poisson probability density function, expressed by

(AT) exp(=AT) (1)

P(k, 1) = 5

4; is the average number of bits generated in cach state, 7 indicates the time dura-
tion of each cycle. Furthermore, 4; is calculated as follows:

2i= Remin RO R _ i inp @

N is the number of states of the Markov chain: Rimax and R, correspond to the up-
per and lower limits of the bits/frame respectively. There is also a transition probabil-
ity from state i toj {i = 1, 2...20}. Additional details can be found in [12].

In order to obtain a videoconference stream with an average rate of 66 Kbps the
following values were adopted: 7= 10 us, N = 20 (0<i<N), Rnax = 3,400 y Rpin =
1,000 bits/frame, D = 5,000, O = 3, AR = 120. The algorithm was implemented in
Matlab, and run to obtain 3,000 frames, equivalent to 100 secs. of video play. Figure
4 graphics a short window of the results (frames 100 to 200).
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Fig. 4. H.263 coder data rate variation.
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5 Performance Metrics

Over 30 different IPCN operating situations were configured and performed. Table 2
specifies two of them, whose output offers the more relevant information.

Table 2. Core Network settings

MT Load data Internctlink  SGSN/GGSN

rate capacity processing capability
1 3.5928 Mbps 4.096 Mbps 10.0 Mbps
2  4.4298 Mbps 4.096 Mbps 12.5 Mbps

Figures 5a and 5b illustrate packet loss and delay obtained for operational setting
1, while Table 3 states exact figures for the same setting. Figures 6a, 6b, and Table 4

display corresponding information for setting 2.

Chyect; Video A of Campus Nebwork

Vidso Conferarcing.Packet End-to-End Delay {sec)

Fig 5. a) Videoconference stream packet loss in setting 1, b) Packet delay in setting 1

Table 3. Performance metrics in setting 1

Aspect

Value

Session duration
Packet sent
Packet received
Loss percentage
Maximum delay
Average delay

376 s
11277
11160

1%
165.52 ms
164.74 ms
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Fig 6. a) Videoconference stream packet loss in setting 2, b) Packet delay in setting 2

Table 4. Performance metrics in setting 2

Aspect Value
Session duration 153 s
Packet sent 4592

Packet received 4545

Loss percentage 1%
Maximum delay = 164.53 ms
Average delay 163.80 ms

The outcomes from both settings are very similar in packet loss and time delay,
fulfilling the generally accepted constraints: Packet loss < 1%, Delay < 200 msec.
This highlights the cfficiency of the Diffserv protocol, because in spite that the load
in setting 2 causes a congestion condition in the Internet link (4.4298 Mbps > 4.096
Mbps), the QoS mechanism, because of the priority assigned to the videoconference
stream, gives it precedence over other traffic, yielding very good performance fig-
ures.

To emphasize this line of reasoning, two graphics are shown below, corresponding
to the same operating conditions of Table 2, except for the Diffserv discipline which
is substituted by a FIFO (First In First Out), in other words, without QoS support.

In case 1, the delay’s range is within boundaries, practically the same obtained
with the DiffServ protocol, since the Internet link and SSGN/GGSN router capacities
are not overrun. In contrast, a considerable delay in the order of seconds is incurred in
setting 2, attributable to the congestion condition mentioned above. The greater proc-
essing capability of the SGSN/GGSN router does not help improve the performance.

The rest of the operational configurations tested include a group of more relaxed
situations, and other group where the aggregated traffic is roughly double than that of
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the Internet link or the router capacity, overall showing consistent behaviour with the
formerly analyzed.
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Fig 7. a) FIFO packet delay in setting 1, b) FIFO packet delay in setting 2

6 Conclusions

Packetized videoconference stands a challenge to any IP network carrying it, because
of its low tolerance to delay and packet loss. Thus, it’s of capital importance to char-
acterize its behavior, especially in mobile networks.

A computer model of the UMTS Release 5 IP Core Network is developed to obtain
key performance parameters of its treatment of coded videoconference, namely, time
delay and packet loss. An accurate probabilistic model of the H.263 videoconference
stream is also software developed.

The results obtained indicate that the IPCN with Diffserv is capable of handling
the videoconference service within operational margins, even in the presence of
heavy congestion in the network.
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Abstract. Grid workflow management systems has been a focus of re-
search in recent years and as a result a lot of systems have been devel-
oped. Most of the existing systems employ a centralised workflow en-
actment engine to coordinate the execution of workflow activities. This
approach results in a single point of failure and increased execution over-
head due to the existence of a single enactment engine. In this paper,
we present a workflow partitioning mechanism which can enable decen-
tralised enactment of the workflow activities by a number of distributed
workflow engines coordinating in a peer-to-peer fashion. Initial Experi-
mental results show the efficiency of the partitioning procedure.

1 Introduction

Grid computing [1] enables the aggregated utilization of heterogeneous and dis-
tributed resources such as computing elements, data sources, instruments and
application services. With the help of grid systems, the scientific community is
developing and deploying complex applications to manage and process large data
sets, and execute scientific experiments on distributed grid resources. A workflow
application is a collection of computational activities to be executed according
to the user-specified invocation order to accomplish some specific goal. Workflow
application is represented as a directed graph. Activities are modeled as vertices
of the graph and dependencies among activities are represented as edges. Work-
flow management systems define, create and manage the execution of workflow
applications through the use of software, running on one or more workflow en-
gines, which is able to interpret the process definition, interact with workflow
participants and, where required, invoke the use of IT tools and applications.
Workflow management systems have been used by the business community to
manage business processed for a very long time. Recently, workflow support in
the grid systems was adopted and a number of grid workflow management sys-
tems have been developed during the last few years.

The existing grid based workflow management systems employ a centralised
workflow enactment mechanisms. In this scenario, a single workflow execution
engine coordinates the execution of all the activities in the workflow graph. This
architecture not only introduces a single point of failure but it severely restricts

© S. Torres, I. Lépez, H. Calvo. (Eds.) Received 13/02/07
Advances in Computer Science and Engineering Accepted 08/04/07
Research in Computing Science 27, 2007, pp. 291-304 Final version 23/04/07



292 Noor Ellahi T., Nerieri F. and Kechadi T.

the scalability of the system especially in the grid landscape where thousands
of users will be using the system. One solution to overcome this problem is to
distribute the workflow enactment tasks among a number of workflow engines.
A couple of grid based workflow management systems adopt the decentralised
enactment approach. In order to be able to support the decentralised enactment
of workflow applications, workflow graph must be partitioned and each parti-
tion is assigned to a different workflow engine. This approach will improve the
scalability of the system and result in increased efficiency and reduced execution

time.
In this paper we present a workflow partitioning mechanism that will enable the

grid system to execute the workflow application without relying on a centralized
point of command and control. This approach is used in the grid workflow man-
agement system which is part of the Data Grid Environment & Tools (DGET)
[2][3][4] grid middleware. The rest of the paper is structured as follows: Related
work on workflow partitioning is discussed in section 2. Sections 3 and 4 present
general information about workflow terminology and the lifecycle of a workflow
application. Detailed explanation of the workflow partitioning procedure with
examples are given in section 5. Analysis and evaluation of the workflow parti-
tioning procedure is explained in section 6. Section 7 concludes the paper and

presents future research direction.

2 Related Work

There are several workflow management systems that has be developed dur-
ing last few years [5][6][7][8](9][10][11][12]. Almost all of the systems referenced
except[5][6] employ centralised workflow enactment and thus no partitioning pro-
cedures are applied. There are a couple of workflow management systems that
have been developed with the same objectives as our systems i-e decentralised
enactment of the workflow application. Workflow partitioning was applied in the
Pegasus [5] system but the objective and the method used were different than
our partitioning procedure. The objective of the workflow partitioning system in
Pegasus was efficient mapping of the workflow activities onto grid resources. The
Workflow application is partitioned by levels of the graph thus each level was
isolated as a separate partition. This approach didn’t take into account the data
dependencies among the activities which is a crucial factor in order to enable
the system to support decentralized workflow enactment.

The second workflow management system that incorporates workflow parti-
tioning is Askalon [13]. In Askalon partitioning is performed as an optimization
of the workflow execution. Contrary to Pegasus and our system, the partition-
ing procedure is applied after the scheduling of the workflow activities has been
performed. Its partitioning procedure is quite straight forward in Askalon. All
the activities that have been scheduled for execution on the same grid site are
put into one partition. This approach while useful to some extent still might not
result in efficient enactment of the workflow application. Workflow partition-
ing before the scheduling process can take into account the data dependencies



Workflow Partitioning to Support Decentralised P2P Based Enactment 293

among workflow activities. Thus different scheduling strategies can be applied

to different partitions based on the nature of the activities contained in the
partition.

3 Workflow Lifecycle
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Fig. 1. Workflow Lifecycle

In this section we describe the typical lifecycle of a workflow application.
Every workflow application passes through a number of phases during its life-
time. There are five such phases in the workflow application lifecycle. Following
subsections explain each of the phase in details.

3.1 Composition

Workflow lifecycle starts with the composition of the workflow application using
the workflow specification language or other high level visual composition tools.
User specifies all the activities at an abstract level without specifying the grid
related details. Beside specifying the activities, user also defines the dependency
relations among the activities. After the workflow specification, the workflow is
parsed and an internal java representation of the workflow graph is generated
by the workflow engine. This java representation is used during the later phases
of the workflow lifecycle. The workflow parsing process can also be taken as a

pre-verification procedure where workflow is checked for errors missing values in
the workflow specification.
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3.2 Pre-Processing

After t,.he composition phase, workflow graph is pre-processed. The pre-processing
phase is compos.ed of two sub-phases: Verification & Partitioning. These sub-
phases are explained in the following paragraphs.

Verification As described in the previous section, workflow specification is parsed
and checked for syntactical anomalies in the composition phase. In the verifica-
tion phase, workflow graph is checked and verified for any structural conflicts like
deadlocks, livelocks and lack of synchronization etc. The verification procedure
is explained in a separate section later in this paper.

Partitioning After the successful verification of the workflow graph, the par-
titioning phase is entered. Since the focus of our work is peer-to-peer based
enactment of the workflow, workflow specification must be decomposed into a
set of distinct activities that can be enacted by a number of cooperating work-
flow engines. This decomposition of done in the partitioning phase. Section *
describes the partitioning procedure at great length.

3.3 Scheduling

Workflow application specified during the composition phase did not include
any grid related information e.g resource which are going to be used to execute
the activities. During the scheduling phase, the activities are mapped onto grid
resources taking into account the QoS parameters specified in the activity defini-
tion. The scheduling is performed at the partition level. Services of middleware
components like Resource Discovery are used to find matching resources that

can be used for activity execution.

3.4 Execution & Monitoring

After successful scheduling of workflow activities, the execution of the workflow
activities commence. Along with the execution of the activities, monitoring of the
execution is also performed. if anything goes wrong with the execution of some
activity, the monitoring component triggers the fault management component

so the execution rescue can be performed.

4 Workflow Partitioning

Workflow partitioning is the process of decomposing the workflow graph into a
number of smaller non-empty, non-overlapping set of activities. Different parti-
tions can be assigned to different workflow engines so that workflow can be ex-
ecuted in a distributed and decentralized fashion. Partitioning procedure takes
into account the minimization of the inter-partition dependencies. This results

in a number of distinct advantages:
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Distributed and decentralized workflow enactinent in a Peer-to-1?cer fashion.
This also climinates a centralized workflow engine overlooking and coordi-
nating the exeention of overall workflow application.

Reduced Scheduling and job submission overhead

~ Redueed Communication Overhead

Increased fault tolerance and resilience

= Improved execution efficiency

4.1 Notations

The following notations will be used in this document. to explain different aspects
of workflow management.

W: Workflow graph with vertices representing the activities and edges rep-
resenting the data dependencies between the activities
= A: Set of activities in the workflow W (Vertices of the graph)
D: Data Dependencies belween activities in the workAow W (Edges of the
graph)
-P={m... Pn}: Set of partitions of the workflow W
@i —q a;: Data dependency between activity a; and a; where ai,a; € A
pred(a): Direct predecessor(s)/parents of an activity a € A
succ(a): Direct successor(s) /children of an activity a € A
— s: Start activity of the workflow W
— Sp: Start activity of a partition p € P
= level(a): Level of the activity a in the workflow W

ldiff (ai, a;) = level(a;) - level(a;): Level Difference between activities (a;)
and (a;)

4.2 Partition Properties
All the partitions in the workfow exhibit the following properties:

— Non-Empty: Vp; € P,|p;i |>0A [olpi|=|A|
— Non-Overlapping: Vp;,p; € P,piNp; =0 A mPi=0A pi=A
— No Intermediate Data Dependencies:

Vai,a; € A, B a; —q a; where a; €pi €EP Ag; € PiAa; # spi

4.3 Partitioning Algorithm

The general motivation behind the workflow partitioning is to divide the work-
flow activities into a number of disjoint sets of activities. By doing so, each subset
of activities can be assigned to a separate workflow engine for enactment and
therefore eliminating the existence of a centralized workfAow engine overseeing
the execution of overall workfAow application. One critical factor in the parti-
tioning is to make sure that such isolated activities in a partition must have
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minimum possible dependencies and interaction with the rest of the activities in
other partitions. Activities in a workflow applications are organized into different
patterns, therefore, the functionality of the partitioning algorithm is to search for
a number activities arranged in some patterns with least possible synchroniza-
tion points. Before we describe the partitioning algorithm, it will be necessary to
explain the different patterns, our algorithm will be looking for in the workflow
specification. Partitioning algorithm will try to identify the following types of

patterns:

Activity Pipeline: Activities arranged in a sequential spatial order. This pattern
is similar to an execution pipeline where activities are started one after another
without interacting with the rest of the activities in the workflow. Partitioning
algorithm looks for a set of activities which are arranged in a sequential order
with no synchronization points during the execution of the pipeline. However,
pipeline can begin with a synchronization point which mean, the workflow en-
gine will have to wait till the synchronization is achieved and after that, it can
continue executing the rest of the activities in the pipeline without reliance on
other activities in the workflow. Figure 2 shows an example of a pipeline, exam-
ple on the left side show a pipeline without any synchronization point and the
one on the right with a synchronization point at the beginning of the pipeline.

Co(()

OGS
OO
OO
» O

Fig. 2. Activity Pipeline

Parallel Block: The second type of activity pattern the partitioning algorithm
tries to identify is a set of activities which can be executed independently of
each other and from the rest of the activities in the workflow. Such activities
exist when the execution flow reaches a split point and a number of activities are
started that can be run in parallel. Different execution flows started by a split
point will have to converge/synchronize at some stage later during the execution
of the workflow. There can be different execution flow scenarios between a split
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point and joint point. We identify the following scenarios and our algorithm
treats each scenario in a different fashion.

Immediate Synchronization: This is the case where multiple instances of
the same activity are started to achieve SPMD like scenario. All the instances
synchronize at the next level. Another example could be where a number of
different activities are started at the same time and they synchronize at the
next level. Activities in this scenario can be isolated in a partition and executed
by a separate workflow engine. Figure 3a is an example of this pattern.

Delayed Synchronization: In this scenario, the split point triggers a number of
different execution flows that involves executing multiple activities in a pipeline
or further split points can occur. These different execution flows converge at a
later stage. The partitioning algorithm tries to find different patterns between

the split and the join point and isolate them in different partitions. Figure 3b is
an example of this pattern.

Hybrid: In this scenario, split point can instantiate a number of instances of
the same activities and some execution flows like pipeline. The algorithm isolates
the parallel activities in one partitions and the pipeline can result in a separate
partition. Figure 3c is an example of this pattern.
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Fig. 3. Parallel Acivities

Iteration Block: Most of the workflow models are based on Directed Acyclic
Graph (DAG) model. In such models loops are not allowed. There can be scenar-
ios where some activity needs to be executed iteratively, therefore, our specifica-
tion model allows loops in the workflow specification. Activities in an jteration
block are isolated in a separate partition. Splitting activities in a loop into multi-
ple partitions will result in dependencies among partitions, therefore, a separate
partition is created for each loop definition specified in the workfiow model. It-
eration blocks are identified with the help of language constructs, This is done
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before the partitioning algorithm is applied on the workflow specification. Figure
4 gives and example of iteration blocks both in graphical format and in XML

format.

Fig. 4. Iteration Block

Conditional Execution: Another special case in the workflow specification is
the conditional execution of the activities. In this execution splits into one of
many possible execution flows depending on some conditional expression evalu-
ated during runtime. As with the iteration blocks, conditional execution blocks

Conditional execution blocks are iden-

are isolated into a partition of their own.
tified with the language constructs from the workflow specification model before

applying the partitioning algorithm.
Partitioning algorithm is given below:
PROCEDURE Partition (W)
QUEUE = {s}
while QUEUE # 0 do

BLOCK = {}
Get v, First Node in the queue;

if v instanceOf Partition then
remove v from QUEUE;
append succ(v) to QUEUE;
else if | succ(v) | = 1 && ldiff ((v), succ(v)) =1 && | pred(succ(v)) | =1
then
remove v from QUEUE;
append v to BLOCK;
CALL extractPipeline(succ(v));
else if | succ(v) | > 1 AND | pred(v) | > 1 then
remove v from QUEUE;
append succ(v) to QUEUE;
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replace v with a Partition
else

CALL extractParallel(v);
end if

end while
END Partition

PROCEDURE extractPipeline(startNode k)
if k instanceOf Partition then
append succ(k) to QUEUE;
else if | suce(k) | = 1 AND | pred(k) | = 1 then
append k to BLOCK;
CALL extractPipeline(succ(k));
else if | succ(k) | > 1 AND | pred(x) | = 1 then
append x to BLOCK;
if succ(x) NOT IN QUEUE then
append succ(k) to QUEUE;
end if
returnAFG(z + y)/2
else if | suce(k) | = 1 AND | pred(k) | > 1 then
if Kk NOT IN QUEUE then

append k to QUEUE;
end if

return
end if

replace nodes in BLOCK as a Partition in W
END ExtractPipeline

PROCEDURE extractParallel(startNode k)
tempBlock = {};

append k to tempBlock;

if succ(k) NOT IN QUEUE then

append succ(k) to QUEUE;
end if

let 6 = pred(k);
while TRUE do
w = next node in the QUEUE;
if pred(w) # 6 then
break;
else if | suce(w) | = 1 && ldiff (w), succ(w)) = 1 && | pred(succ(w)) | = 1
then
remove w from the QUEUE;
CALL extractPipeline(w);
else

remove w from the QUEUE;
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append w to tempBlock;
append succ(w) to the QUEUE;
end if
end while
replace nodes in the tempBlock as Partition in W
return
END extractParallel

4.4 Partitioning Example:

Figure 5 and 6 gives two example workflow and their partitioned versions. Work-
flow graph structure in figure 5 is protein annotation workflow[14] and figure 6 is
a neuro-science workflow[15]. The reason for taking these two as examples is be-
cause these workflow structures represent two different type of workflow graphs.
Workflow in figure 5 is a regular workflow graph with regular data dependencies
but the workflow graph in figure 6 is an irregular workflow with arbitrary data

dependencies.

Fig. 5. e-protein Workflow Example

5 Analysis & Evaluation

This sections focuses on the analysis and evaluation of the workflow partitioning
procedure. Initial experimental results are presented. Tablel shows the exper-
imental setup and the machines used to run the experiments. Figure 7 and 8
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Fig. 6. IMRI Workflow Example

Table 1. Experimental Setup

[Nr.[Machine |CPUs|
1 |bonnat.ucd.ie 4
2 |pcrgcluster.ucd.ie| 8
3 [radostina.ucd.ie 2
4 |bwhdzia.ucd.ie 1
5 |tellahi.ucd.ie 1
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shows the impact of partitioning process on the overall execution of the workflow
application. Workflow partitioning doesn’t add much overhead to the execution
time of the workflow execution. As can be seen from figure 7, the partitioning
phase constitutes 6% of the entire execution time of the workflow application
but this cost of execution time spent in partitioning has its influence on the ex-
ecution speed of the workflow application. Figure 8 depicts the execution times
of a workflow application both in partitioned and non-partitioned scenarios. As
can be seen the non-partitioned case takes more time to complete where the
execution time is reduced to almost half when partitioning is performed. The
overhead comes in the time spent to coordinate the execution of workflow activi-
ties by a single centralized entity. All the coordination messages has to be routed
through the centralized enactment engine therefore increasing the execution time

of overall workflow application.

Average Time Spent in Each Phase (%)0

Fig. 7. Execution Time in Lifecycle Phases

Workflow Execution Timed

——1 |. . wio Partiontingd

Fig. 8. Workflow Execution Time

Figures 8 and 9 depicts the partitioning behaviour when applied on different

types of workflow graphs. Figure 8 represents the partitioning behaviou on reg-
ular and irregular workflow graphs. Since there are arbitrary data dependencies
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in irregular workflow graphs, this results in a larger number of partitions being
created especially some partitions where there is only one activity. This activity
is typically an activity which has random data dependencies and can not be
included in a serial or parallel block. In the sample workflow graphs, the number
of activities were approximately the same but the structure of graphs were com-
pletely different. As a result, a regular graph is partitioned into half the number
of partitions compared to the irregular workflow graph.

Figure 9 shows the partitioning behaviour on workflow graphs with majority
of activities arranged in pipeline or parallel layouts. A workflow graph with ma-
Jority of activities existing in pipeline form results in more number of partitions
because activities in a pipeline can not have data dependencies on activities in
other partitions. Whereas, in the second case, parallel activities do not have any
impact and there are less number of partitions in the second case.

Regular vs Irregular Grpahg

Serial vs Parallel Blocksa

1

i

Partitions)
g Y & 2.0

Reguiad  imeguian

Fig. 9. Regular vs Irregular

Fig. 10. Serial vs Parallel
Workflow Partitioning

Block Partitioning

6 Conclusion & uture Work

In this paper we presented a workflow partitioning mechanism which can be used
to split a workflow graph into a number of partitions. Each partition can be ex-
ecuted by a different workflow enactment engine. This approach eliminates a
central entity coordinating the execution of entire workflow application. Experi-
mental results show that partitioning a workflow application results in improved
efficiency and reduced execution time for the workflow application. In the future,
we would like to investigate the partitioning of different types of very large scale
workflow involving thousands of activities. Another important research direction
could be to ascertain whether partitioning is useful in all scenarios.
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Abstract. Service-Oriented Architectures (SOA) transform the ways in which
the applications are created in a distributed environment work. Commonly,
these applications are based on Web Services technologies. Web Services allow
integration and collaboration through Internet standards. Recently, SOA has
emerged as paradigm to develop collaborative systems, specially, Collaborative
Web Browsing. Collaborative Web Browsing (co-browsing) aims at extending
currently available Web browsing capabilities in order to allow several users to
“browse together” on the Web. A co-browsing system should provide all the
facilities required for allowing users to establish and release, in a very simple
and flexible way, browsing synchronization relations as well as interactions
with continuous media presentations embedded within Web pages. This paper
presents the design, modeling, and implementation of the co-browsing system
called CoLab from a point of view of SOA. CoLab provides all the
functionalities required for allowing users to collaboratively browse the Web.

CoLab presents a service-oriented architecture where the functionalities for co-
browsing are performed.

Keywords: Collaborative Web browsing, continuous media, Service-Oriented
Architecture, synchronization, Web Services.

1 Introduction

The World Wide Web (WWW) is a large distributed collection of documents
connected by hypertext links. Web browsers are the basic tools for accessing and
displaying these documents. Although this collection of documents can be
concurrently accessed by several users, Web browsers are basically single-user tools.
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Accordingly, users are isolated when browsing the Web since they have no way of
sharing online their browsing activities with other users. A great effort must be made
to allow a group of users to share their browsing activities (i.e. the pages they are
visiting). Collaborative Web browsing overcomes this problem by allowing users to
“browse together”. In this paper, we consider a co-browsing system as a tool for
allowing users to browse Web pages together in co-browsing sessions while
establishing/releasing browsing synchronization relations among them as they wish.

This co-browsing system is based on a Service-Oriented Architecture (SOA) which

describes a software architecture that defines the use of loosely coupled software
services. Within our SOA, we provide a brokering service which uses Web Services
technologies and can interoperate with other systems or software agents. We believe
this way to proceed opens new possibilities in collaborative work since it breaks the
currently existing isolation of users associated with Web browsing activities. As a
result, collaboration relations can dynamically emerge as users browse the Web,
discover new material, and share it online with other users, adding in this way a new
dimension to the Web browsing paradigm.

However, there are several requirements that a co-browsing solution must meet.
We believe that one of the most important ones is to provide flexible capabilities for
organizing co-browsing sessions. Such an organization defines which users are
authorized to follow a link and when and which user(s) should automatically retrieve
a given resource. Most current co-browsing solutions adopt two types of organization
for a co-browsing session: unmanaged or centralized. In an unmanaged organization,
any member can follow a link while the other members will follow it automatically.

This way of working could turn the co-browsing session uncontrollable for groups
of more than three users. Conversely, in a centralized organization, each session has a
Jeader who controls the browsing actions. This organization type is only suitable for
co-browsing sessions where the browsing actions of the leader must be followed by
all the other session members. An alternative proposal for the organization of co-
browsing sessions is allowing dynamic organization of session.

Here, session members can dynamically reorganize the co-browsing session in
workgroups. A workgroup is composed by one or more session members whose
browsing activities are synchronized. Workgroups can be dynamically created and
modified. Therefore, beyond the centralized organization (where all the session
members compose one workgroup), our solution allows creating a permanently or
temporally decentralized organization. Workgroups can be temporally decentralized,
and later, some of them can be merged together. This approach allows implementing
the concept of “divide to conquer” [1], which is very important in Computer Science.
In this paper, we propose a co-browsing system called CoLab [2]. This co-browsing
system is based on a simple and powerful synchronization model supporting a
dynamic organization of a co-browsing session. The proposed model offers a simple
mechanism allowing session members to create and release synchronization relations

among them.
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2 Service-Oriented Architecture of CoLab

SOA is a new approach to application development that requires people to work and
think more cohesively and collaboratively than before. SOAs are based on the notion
of services, which are high-level software components that include Web Services.

Web Services have attracted a lot of attention over the past years as a means of
building and deploying software to simplify development and systems integration.
Web Services are ideal for application integration and collaboration of internal
systems or for linking software components over the Internet. Web Services
technologies are based on open standards recommended by the World Wide Web
Consortium (W3C). In this sense, we propose a co-browsing system following the
SOA basic principles: 1) Integration, 2) Discovery and, 3) Publish. This co-browsing
system is called CoLab. Some internals of CoLab are built on SOA. CoLab delivers a
collaborative environment that includes capabilities such as co-browsing session,
document and Web content management. In the service-oriented architecture of
CoLab, there are two main components: 1) the CoLab “proxy server” and 2) the
CoLab “client” which are described below. The general architecture js depicted in
Fig. 1. The CoLab proxy server acts as a mediator between the website (where the
requested Web pages are hosted) and the users of our system in order to manage co-
browsing sessions.

This proxy server is composed of four main modules namely: 1) a “session
manager”; 2) a “broker”; 3) a “browsing manager”; and 4) a “MediaSync manager.”
Additionally, it has an “integration manager”.

The “session manager” manages the co-browsing session itself. This module offers
the authentication and authorization functions based on the co-browsing session
specification defining the default initial page, the available roles and thejr associated
passwords, and the eventual existing privileges that can be associated with each of
them. Roles are used as a way to allow some users to have privileges on other users
when creating synchronization relation. The main component of the “session
manager” is the “synchronization module,” which treat all the synchronization actions
and guaranteeing the overall consistency of the synchronization state.

Whenever a synchronization relation is created, the involved users’ browsing
activities get synchronized as well as the playing of continuous media (eventually
embedded in the website).

The “broker” receives any browsing request from the user and asks the “session
manager” to verify whether the request should be satisfied. This decision depends on
certain conditions, such as the current synchronization state of the user or some other
condition specified in an additional module integrated to CoLab (e.g., an access
control module). The broker is proposed to be implemented as a Web Service-based
brokering service. The general architecture of this module is depicted in Fig. 2. The
broker is built by the following components:

1. Service Registry is the mechanism for registering and publishing information
about services supported by CoLab. In this sense, we used a private UDDI [3]
node which is an industry initiative to create a platform-independent, open
framework for describing, discovering, and integrating Web Services.
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Fig. 1 Collaborative web browsing architecture.

Discovery Service is a component used to discover Web Services
implementations. These Web Services can be obtained from the private UDDI
node. Inside the discovery service, there is a query formulator which builds
queries that will be sent to the registry service. This module retrieves a set of
suitable services selected from the previous step and creates feasible/compatible
sets of services ready for binding. The discovery service uses sophisticated
techniques to dynamically discover Web Services and to formulate queries to

UDDI nodes.

Dynamic Binding S
The binding of a We
other Web Services. For instance,
might be incompatible with that of
them match with some requiremen
wrapper that maps the interface sourc

CoLab.
Dynamic Invoker transforms data from one format to another. This component

can be seen as a data transfer object which contains the data (i.e. request or
response) flowing between the requester to the provider applications of Web
Services. We propose the use of Web Services Invocation Framework (WSIF)
that is a simple Java API for invoking Web Services, no matter how or where the
services are provided [4]. WSIF allows stubless or completely dynamic
invocation of a Web service, based upon examination of the meta-data about the
service at runtime. It also allows updated implementations of a binding to be
plugged into WSIF at runtime, and it allows the calling service to defer choosing

a binding until runtime.

ervice is a component that binds compatible Web Services.
b Service refers to how deep is the degree of coupling with
the technology of one Web Service provider
another even though the capabilities of both of
ts. In this sense, the module acts as an API
e to a common interface supported by
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WSDL Document Analyzer validates WSDL documents. In this context, this
component reports the operations, input and output parameters, and their data
types in a XML DOM tree. We propose the use of WSDLA4J [5] to convert the
XML DOM nodes in Java objects. It facilitates the creation, representation and
manipulation of WSDL documents, WSDL4J API is an IBM reference
implementation of the JSR-110 specification (Java API's for WSDL).

Response Formulator receives the responses from the suppliers about a re-
quested product. This module retrieves useful information from the responses and
builds a XML document with information coming from the service registry and
the invocations’ responses. This XML document is presented in HTML format
using the Extensible Stylesheet Language (XSL).

The “browsing manager” carries out all the tasks related to the retrieval of the

resources requested by the users. This includes three main components that interact in
order to satisfy incoming browsing requests.

1)

2)

3)

The “retrieval” module is responsible for retrieving every requested resource.
They can be retrieved directly from the Web server specified in the requested
URL or from the cache module. In the first case, the retrieval module sends the
Web page to the translation module in order to modify it before sending the
response to the user’s browser, as well as to the cache module.

The “translator” module is responsible for modifying on the fly every retrieved
Web page. This is necessary to allow our system to track the users’ browsing
actions. This translation is also required to include the necessary controls for
synchronizing the continuous media presentations eventually embedded in these
Web pages. The translation consists mainly of adding some control parameters
specific to CoLab to each hyperlink definition in the retrieved Web page. When
the Web page has embedded media presentations, this module modifies the
HTML code in order to detect plug-in state changes and to notify this to CoLab.
The “cache” module corresponds to the implementation of a basic cache system,
which is mainly used, but not only, for satisfying requests coming from
synchronous users in order to improve the performance of the system. We
assume that when a synchronous user browses, the requested resource has been
previously retrieved by the asynchronous user, so it is faster to retrieve the
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already translated version of the Web resource directly from the cache rather than
retrieving it from the original server and retranslating it at each time.

The “session manager” is also responsible for interacting with the “integration
manager” that is intended to provide an API allowing CoLab to be extended with new
functionalities, such as an access control system, or to be integrated to other
collaborative tools or integration environments, such as LEICA [6]. The “MediaSync
manager” takes charge of all the tasks related to the presentation control of the
eventual continuous media presentations embedded in Web pages. Its main function is
to guarantee the synchronization of audio/video presentations (streamed or
downloaded) by forcing the same presentation state in all synchronous users’ plug-in’.

As detailed in [7], this module maintains the current state of each continuous med!a
presentation in the session based on “state change” messages sent by the “media
controller” and controls the presentations states by sending “playback control”

messages to the synchronous users.
The “browsing controller” and “media controller” are two modules present at the

client side (see Fig 1). The “browsing controller” is the component in charge of
establishing a connection with the CoLab proxy server. Through this connection, the
users’ browsers receive the commands to display Web pages whenever they are
synchronized with another user. The “browsing controller” also provides users _wnth
all synchronization controls allowing creating and releasing synchronization relatlon§.

The “media controller” controls and synchronizes the continuous media
presentation in the current Web page for all users of a workgroup. This module does

the following three functions:

1) records the state of each audio/video presentation;

2) captures state changes of the continuous media presentations, treats them locally,
and then informs them to the “MediaSync manager”’;

3) receives playback control messages from the “MediaSync manager” and executes

the playback control.

The “media controller” prevents synchronous users from executi.ng any playbacls
control action. In this case, the playback control is done by the “MediaSync manager’

via “playback control” messages. .
In next section, we present the operational behavior of CoLab through a typical

case of study.

3 Operational Behavior of CoLab

In order to graphically illustrate the operational behavior of our proposal, we present
in Fig. 3 the case of a typical browsing action performed by an asynchronous user and
the resulting synchronization with another user.The first step consists of the request of
a resource expressed by a user (1), which is treated directly by the “broker.” Next, the
“broker” contacts the “session manager” to ask it whether the user can rt_:tneve the
requested resource (2). If so, the “broker” sends the request to the “retriever” (3),
which asks the “cache module” if that resource is already in the cache (4). Let us
assume that this is not the case, so the resource is retrieved directly from the original
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Web server (5-6), and if it is identified as an HTML resource, it is sent to the
“translator” in order to be modified (7). Once the resource has been translated, it is
sent back to the “retriever” (8) and also to the “cache module” for storing purposes
(8-9). The “retriever” then sends the resource back to the “broker” (10), which sends
it to the user who has made the request (11). Once the previous steps have been
completed, the “broker” asks the “session manager” to synchronize this browsin
action for all the users who are currently synchronized with the user who has just
executed the browsing action (12). Then, the “session manager” sends a message to
the browser of every synchronous user present in the same workgroup (13). Each
browser will then separately make its own request for the indicated resource (19)
which will be sent again to the “broker”. The “broker” asks the “retriever” (15) for thé
retrieval of the resource, which itself asks the “cache module” to verify whether the
resource is cached (16). Since the resource has already been stored in the cache, and
this browsing action is the consequence of the synchronization of a browsing action, it
is retrieved directly from the cache (17) and sent back to the “retriever” (18), which
sends it back to the “broker” (19), finally satisfying the user’s request (20). Fig. 3 also
shows the behavior of the playback control of continuous media presentations. For
instance, once a Web page containing a continuous media presentation is loaded, if
the asynchronous user clicks the “play” button, the “media controller” sends the state
change (21) to the “MediaSync manager.” TheMediaSync manager module updates
the presentation state and sends all users the “prepareToPlay” playback control (22
and 23).When this module receives a *“‘state change” message from all users (24 and
25) indicating the “ready-ToPlay” state, it sends all users the “play” playback contro]
(26 and 27).
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Fig. 3 Synchronization of the browsing and media presentation actions.
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4 Synchronization Model of CoLab

In our proposal, we define a CoLab session as a set of users - the session members-
engaged in some common browsing activity. In a CoLab session, one or more ¢o-
browsing *“‘workgroups,” composed of one or more session members, can exist at the
same time. During the lifetime of a session, these workgroups can be dynamically
created and destroyed. Two workgroups can be merged into a single one, and a
single workgroup can be split into two different workgroups, all that under the
initiative of the users.

Synchronization Dependency Tree (SDT)

In order to represent the organization of workgroups in a CoLab session, we have

chosen to use a data structure called SDT. A typical SDT is shown in Fig. 4a.

1) Definition 1: A SDT is a tree structure where nodes represent the usFrs
belonging to a single workgroup, and arcs represent the synchronization
relations currently existing among them. An arc oriented from node A to node
B, where B is the son of A, characterizes the fact that the browsing activities of
user B are currently synchronized to those of user A.

2) Definition 2: A single user is called an “asynchronous user” if the node
representing him in an SDT is the root node (user A in Fig. 4a). This means that
this user can freely decide his browsing activities. On the other hand, a single
user is called a “synchronous user” if the node that represents him in an SDT
belongs to a branch or leaf of the SDT. In this case, all the browsing activities of
this user are synchronized to those of the user at the root of the SDT he belongs
to (users B, C, and D in Fig. 4a).

The tree structure is quite suitable for representing the organization of workgroups
in CoLab since: 1) a single user can get synchronized with only one user and 2)
several users can be synchronized at the same time with the same user. This 1s 2
natural constraint due to the fact that, if we allow creating cross synchronization
relations, we will eventually have conflicts between the interests of two or more
users having control of the browsing activity.

As we previously said, an SDT is a dynamic structure since the proposed model
allows the dynamic creation and release of synchronization relations among
connected users. The creation of a synchronization relation leads to binding the Web
browsing of a given user to that of another user. Synchronization relations are
created and released by using some predefined synchronization primitives. We can
understand this approach as an extension of a classical floor control mechanism,
where, in the presence of a synchronization relation, the synchronous user looses his
floor in favor of the user he gets synchronized with.

At any given moment during a session, depending on the synchronization
relations created and released among the connected users, there can exist different
numbers of SDTs. This is called the SDT cardinality and represented by [SDT]. This
notion is presented in Fig. 4b. As can be clearly seen, we present here three possible
synchronization scenarios for users belonging to a session. In the first case, there
exists only one synchronization relation, where user E is currently synchronized with
user C, while the other users are asynchronous, so |[SDT]| = 4. In the second case, two
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new synchronization relations have been created in such a way that now [SDT]| = 2.
Finally, in the third case, a new synchronization relation has been created, and two
others have been released, taking us to a scenario where |SDT| =3,

The minimal SDT cardinality of a session is 1 When all the users belong to the
same SDT, and the maximal cardinality is equal to the number of connected users
when all of them are asynchronous, each one representing a single SDT.
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Fig. 4 (a) Basic notion of SDT, (b) SDT configuration scenarios, (c)
“I_Follow_You” synchronization primitive,

Synchronization Primitives

CoLab proposes two main synchronization primitives allowing the creation of
synchronization relations between users, namely: 1) “I_Follow _You” and 2)
“You_Follow_Me”. In order to avoid anarchical behaviors, the creation of
synchronization relations is subject to an authorization protocol. The
“I_Follow_You” primitive provides the user with the possibility of requesting
another user his authorization to get synchronized with him. On the other hand, the
“You_Follow_Me” primitive provides a user with the possibility of inviting another
user to get synchronized with him. Given that a single SDT node may have several
children, the “You_Follow_Me” primitive can be applied to a single user as well as
to a set of users. As previously stated, whenever either of these two primitives is
applied, an authorization protocol is started. The user whom the proposal was sent to
is asked whether he wants to accept it. If he accepts, the new synchronization
relation is created, and the SDTs of the concerned users are merged. Otherwise, no
modification is made. Synchronization relations are released by using the “I_Leave”
primitive, which is unconditional: any user involved in a synchronization relation
can request it, and it will always succeed. The result of the use of this primitive is
that the SDT to which the concerned users belong is split into two single SDTs. Fig.
4c illustrates the session state before (left) and after (right) the use of the
“I_Follow_You” primitive. In the left side of the figure, we can see that [SDT| = 2,
where users A and C are asynchronous users, user B is synchronized with user A,
and users D and E are synchronized with user C. After the use of the
“I_Follow_You” primitive from C to B, both SDTs are merged and become a single
SDT whose root is user A, so since that moment the browsing activities of all the
users of the session will be synchronized with those of user A.

In Fig. 5a, we use an extended state machine-style notation in order to illustrate
the general behavior of the synchronization process using the “I_Follow_You”
primitive from the point of view of user i. The notation “j!message” means sending
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the message “message” to user j, and the notation “j?message” means the receival of
message “message” from user j. In this figure, the two main states in which user i
can be are “async(),” when the user is working asynchronously, and “sync(),” when
the user is synchronized with another user. When user i is in the “async()” state, he
can use the “I_Follow_You” primitive on user j. The preconditions to be able to
apply this primitive are: 1) user i is asynchronous, and 2) the tree structure is
respected. Then, the system passes to an intermediary state where the invitation is
expressed to the target user and keeps waiting for an answer to the request: an
acceptance, a refusal, or an abort. If an abort or a refusal is expressed, user i gets
back to the “async()” state, otherwise, the synchronization relation is created,
leading, therefore, user i passing to the “sync()” state. The behavior of the
“You_Follow_Me” primitive is symmetric to that of the “I_Follow_You™ primitive,
so it will not be presented here. The proposed synchronization model gives CoLab
the possibility of supporting the “divide to conquer” concept. The members of a
CoLab session are organized into workgroups. Besides, CoLab supports three

different organizational structures (based on [1]).

1) Centralized organization, where decisions are made only at the level of the session
as a whole. It is more adapted to co-browsing sessions having a leader whose
browsing actions must imperatively be followed by the other members (for instance,
when a teacher presents a Web-based lecture to a group of students).

2) Decentralized organization composed of different workgroups, where decisions
are made independently in each workgroup.
3) Temporarily decentralized organization, which starts out with a decentralized
structure and later reintegrates. It is more adapted to co-browsing sessions where the
members can browse independently in order to reach the objectives more quickly
(for instance, during a collaborative information retrieval), and whenever they
decide, they can get their browsing activities synchronized.
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Fig. 5 (a) Basic notion of SDT, (b) SDT configuration scenarios

Synchronization Model Verification

In order to check the consistency of the use of the proposed synchronization
primitives, we have formalized them by using Petri nets. Then, we generated some
co-browsing scenarios and verified that under any circumstance the complete model

is consistent.
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As a first step, we defined a set of components representing each of the possible
behaviors dealing with the creation or release of synchronization relations, as well as
the synchronization of the browsing activities eXecuted by the users.Then, we
designed a “TCL” script to generate the Petri net and its initial marking, and we used
the software tool “TINA™ [8] to get the global reachability graph and the tool
“CADP” [9] to obtain an abstract view of this reachability graph (a quotient
automaton derived from the reachability graph that features only the synchronization
primitives; this automaton is observationally equivalent to the reachability graph, see

[10] for details). Fig. 5b shows the complete quotient automaton for a session with
two users.

Other results are available for more users (up to five users, due to the classical
state space explosion problem) but are not presented here. As can be clearly seen, the
connected users can be in cither asynchronous or synchronous state, and the

browsing activity synchronization behavior is consistent with the current
synchronization state of the users.

The state 0 represents that both users are asynchronous: as a consequence, anyone
can browse independently without producing any influence in the browsing activity
of any other user (transitions “Browse_1" and “Browse_2"). If, for example, user 1
decides to get synchronized with user 2 (transition “Follow_1_2"), the automaton
passes to intermediary state 3 waiting for an authorization, abort, or cancel action.
Whenever the creation of the synchronization relation is accepted (transition
“Accept_2_1"), the automaton passes to state 2, where whenever user 2 executes a
browsing action, user 1 is forced to execute exactly the same browsing action
(transition “Browse_2" followed of transition “Browse_l__2”). The part of the
“Follow_2_1" is symmetric to the “Follow_1_2,” so it will not be explained. We
have analyzed several scenarios similar to the one presented in Fig. 5b, and we have
been able to formally verify that the synchronization model is fully consistent.

5 Related Works

In [11], an adaptation from the technology of unconstrained distributed collaborative
editors to develop unconstrained collaborative Web browsing is proposed. However,
the effective collaboration is dependent on the awareness of context and group
activity. A design of collaborative filtering service platform is described in [12].

The platform provides primitive functions for collaborative filtering that utilizes
correlation of user profiles. Basic and extension functions in collaborative filtering
especially in the context of distributed environment are discussed.The design of
platform is fairly generalized, and it can be realized both in a centralized and peer-to-
peer fashion. Furthermore, a load balancing mechanism of the platform is presented.

In [13], new methods for scape-oriented browsing, such as see-through anchors,
parallel navigation, and peripheral scape presentations are presented.

A prototype system based in these methods has been designed and implemented.
The system offers continuous browsing and navigation to users. A content and device
management method for multiple contents browsing with multiple devices is
proposed in [14]. Two concepts are introduced: (1) Content Management Description
which is used to determine what content to distribute to the device; and (2) Device
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Management Description which is used to determine the current status of devices
available for browsing content.

This method is expected to achieve effective browsing of contents with multiple
devices in users’ preferred styles. In [15], a page partitioning method for collaborative
browsing is proposed. This method divides a web page into multiple components and
each is distributed to a different device. Furthermore, a collaborative web browsing
system in which users can search and browse their target information by discussing
and watching partial pages displayed on multiple devices is developed.

The closer work is proposed in [16]. Here, a service-oriented architecture for the
development of advanced tools for generic service construction and composition is
presented. This architecture includes technology-neutral protocols for service
instantiation and management with an attempt to encourage development of
corresponding tool support. Under this approach, both client side and server side are
unified, and GUI services are explicitly modeled; service containers are distinguished
from ordinary services that govern service management tasks.

In [17], a collaborative navigation tool called z9 is presented. This tool has as main
purpose to selectively transfer anonymous navigation information among a group of
users, based on identified user similarities. These similarities are the starting point for
the presentation of exploration paths that potentially lead to relevant information. The
mains aspects of the development of an awareness tool based on an information-
oriented coordination model for synchronous collaboration sessions are proposed in
[18]. This tool is supported by an adaptive layered architecture which is based on
collaborative extensions of Java language, Java 3D and XML possibilities in terms of
data structuring. The application field is related to the execution of a project review
for the distributed collaborative design, which is applied to a spatial-domain scenario.

Finally, a Web-based multimedia learning system with automatically generated
browsing structures such as hierarchical tables of contents, index and hyperlink is
presented in [19]. A pilot study was conducted to evaluate the effectiveness of the
system in supporting learning.

6 Conclusions

In this paper, we have defined a general-purpose proxy-based collaborative Web
browsing system called CoLab, which is based on a service-oriented architecture,
allowing co-browsing by means of a set of operations described as Web Services. We
claim that this system gives the users a great flexibility for establishing collaboration
relations while browsing, creating in this way an environment where collaboration is
greatly facilitated. Our model meets most of the basic requirements for a system
aimed at supporting generic synchronous co-browsing applications.
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